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Abstract

The aim of this investigation was to minimise the energy requirement of autothermal
thermophilic aerobic digestion (ATAD) systems while complying with treatment ob-
jectives. Due to the discontinuous, semi-batch nature of the ATAD reaction, these
systems have to be optimised via dynamic optimisation. To this end, two dynamic
ATAD models were developed: ATM1 and ATM2. These models have the novel and
unique feature that they are capable of quantifying the two treatment objectives,
i.e., stabilisation and pasteurisation. Thereby, they are also able to determine the
minimum energy requirement needed to satisfy legal standards.

Simulation studies were carried out to examine model behaviour of different
ATAD systems at start-up and steady state operation. Overall, the behaviour ob-
served in the simulations was in good qualitative agreement with the behaviour of
full-scale plants. In an asymptotic analysis of the ATM1 model, the general, quali-
tative structure of the solution was studied. The structure is composed of a number
of regions which are limited by different factors: first by the availability of dissolved
oxygen, second by readily biodegradable substrate, and finally by slowly biodegrad-
able substrate. The structure of the solution can explain the qualitative behaviour
of respirometric curves of ATAD systems. A global sensitivity analysis was carried
out to identify the model parameters with the strongest influence on energy require-
ment and plant capacity. In this context, it was found that reactor volume, aeration
flowrate, reaction time, loading time, and volume replaced after each batch were the
most significant parameters. It was also found that the ATAD reaction is generally
limited by the stabilisation process. A general relation of inverse proportionality was
found between energy requirement and plant capacity, which holds for other wastew-
ater and sludge treatment processes. The potential implications of this finding are
yet to be explored. A model assessment of ATM1 was carried out, indicating a good
qualitative agreement between data and simulations. Nonetheless, there exists room
for improvement in quantitative terms.

The optimisation problem was then formulated within the framework of the di-
rect sequential approach and it was solved for a single-stage (CS1) and a two-stage
(CS2) system. After optimisation, their energy requirement had been reduced by
23 and 18%, respectively. An even better solution (with 42% reduction) was found
for CS2 by assuming a pre-dewatering stage and treating the remaining sludge in
the first-stage reactor. Finally, a tentative framework for dynamic optimisation of
ATAD within the direct simultaneous approach was proposed. The optimisation
problem was reformulated. Even though the problem was not solved, simulations
studies pointed out some of the difficulties of implementing and solving this problem
and their potential solutions. In the future, the latter framework shall prove useful
for the structural optimisation of ATAD systems.

Optimisation is rarely used in wastewater engineering. Given the high, rising
cost of wastewater treatment, optimisation should become the norm for design and
operation of wastewater treatment plants.
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Chapter 1

Introduction

The ever increasing pace of industrialisation over the last two hundred years has

led to the present economic climate which is characterised by volatile and soaring

oil and electricity prices, the foreseeable depletion of non-renewable energy sources,

insecurity of energy supply, and the steady increase of greenhouse gas emissions. In

spite of these trends, global energy demand is expected to continue on the rise, with

an increase of 20 to 40% over the next 20 years. In the light of this development, it

has become evident that measures and steps towards a more sustainable economy

ought to be taken. Energy efficiency improvement is such a measure, representing

the most effective option to face the current energy and environmental challenges.

Improving energy efficiency generally leads to lower electricity consumption, cost

savings, a better use of resources, and lower greenhouse gas emissions (European

Commission, 2006).

At present, Europe wastes 20% of its energy as a result of inefficiency. In order to

realise the energy saving potential, new energy efficient consumption and production

patterns have to be pursued. In the particular case of industry, overall potential

savings Europe-wide have been estimated at 25% (European Commission, 2006).

The principal interest of the wastewater industry has always been to meet wa-

ter quality standards in order to keep public trust (Focus on Energy, 2006). Thus,

energy considerations have received very little attention. As a result, wastewa-

ter treatment plants are hardly ever designed with energy efficiency in mind, even

though they tend to be highly energy-intensive and, thus, expensive to operate.

1
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As an example, in the US alone, wastewater treatment plants consume about

2%1 of the total amount of electricity generated (Batts et al., 1993), and represent

the single largest cost to local governments with up to 33% of their total budget

(Jones, 1991; M/J Industrial Solutions, 2003; Yonkin et al., 2008). In addition,

the energy consumption of wastewater treatment is expected to increase by 30 to

40% in the next 20 to 30 years. Such increase will be due to the introduction

of new regulations imposing higher levels of treatment, to higher loads resulting

from population growth, and to new technologies which require greater amounts

of electricity (such as UV disinfection, autothermal thermophilic aerobic digestion,

etc.) (Metcalf & Eddy, 2003).

In the light of these facts, it is surprising that very few efforts have been devoted

to optimising the energy efficiency of wastewater treatment processes (e.g., Moles

et al., 2003; Fikar et al., 2005; Holenda et al., 2007; Descoins et al., 2010, and refer-

ences therein). Optimisation is still uncommon in wastewater engineering. Descoins

et al. (2010) pointed out that the experts in the field of wastewater treatment have

mainly focused on the simulation and prediction of wastewater qualities in order to

comply with legal effluent requirements and standards, while the associated energy

aspects of the treatments have been widely neglected.

Only recently and in the context mentioned above, design and operation of

wastewater treatment plants have started to shift to include a new emphasis on

energy efficiency improvement. So far, the operation of wastewater treatment plants

has been based on experience and an intuitive approach, and the criterion for good

control has been the compliance with effluent standards (Metcalf & Eddy, 2003).

After labor, electricity is the largest operating cost associated with wastewater

treatment with 25 to 40% of the total (M/J Industrial Solutions, 2003). In the most

common type of wastewater treatment plant, the activated sludge plant, about 50%

of this energy is used for aeration (Metcalf & Eddy, 2003). Among the different

stages in wastewater treatment, sludge treatment generally accounts for a major

fraction of the total energy cost (Barnes et al., 1986). There are three methods

1The more conservative figure of 2% comes from the work by Batts et al. (1993) which is refer-
enced by Metcalf & Eddy (2003), while Gellings (1996) suggested 3%, and Jones (1991) estimated
this value at ∼8%.
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for sludge treatment: incineration, composting, and digestion. This investigation

focuses on a sludge treatment process known as autothermal thermophilic aerobic

digestion (ATAD). Compared to other sludge treatments, ATAD is seen as a high

energy user (Metcalf & Eddy, 2003).

1.1 Motivation

ATAD has a history of over 40 years. The first ATAD systems were oxygen-driven,

and they were developed during the 1960s in the US (Warakomski et al., 2007).

Later on, in the 1970s, air-driven ATAD systems were patented and manufactured

in Germany (USEPA, 1990). However and despite decades of development, neither

oxygen-driven nor air-driven systems have been optimised in terms of design and

operation (Warakomski et al., 2007). In this investigation, only air-driven systems

are considered because most available publications on ATAD deal with such systems.

Very few studies and data dealing with oxygen-driven systems have been published.

Thus, not enough details on oxygen-driven systems are known to us in order to

include such systems in this investigation.

As pointed out earlier, compared to other sludge treatment processes, ATAD has

been said to be particularly energy-intensive and has found a more limited appli-

cation (Metcalf & Eddy, 2003; Le, 2006). Conflicting reports in current literature

regarding energy efficiency and cost effectiveness of ATAD technology may have

contributed to their limited use (Layden et al., 2007b).

A number of experimental findings clearly indicate that the operating conditions

of ATAD systems are unexploited:

• Aeration flowrate. Conventional systems make use of invariable air supply

regardless of the great variations of bacterial activity along the reaction (Scis-

son, 2003). This design leads to excessive energy consumption (Layden et al.,

2007b). Variable speed drives would allow for an optimisation of the hydraulic

retention time (HRT) and energy requirement (Kelly and Mavinic, 2003). La-

Para and Alleman (1999) concluded that further work is needed in order to

determine the best way to accommodate the enormous oxygen uptake rate
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(OUR) that characterise the reaction.

• Reaction time. Due to operating convenience, batch times are set by the

manufacturers to a default 24-hour cycle. Consequently, both stabilisation

and pasteurisation levels at the end of the reaction generally exceed legal re-

quirements. These excessively long reaction times result in increased energy

requirements. Reducing reaction times while complying with effluent stan-

dards could result in lower energy requirements. Other advantages of shorter

reaction times would be the avoidance of oxygen-limited conditions, reduction

of thermal shock, and greater plant capacities (Csikor et al., 2002).

• Sludge flowrate. The sludge flowrate has been found to influence sludge sta-

bilisation as well as the energy requirement (Ponti et al., 1995a,b). In spite of

these advantages and because of operating convenience, conventional systems

generally make use of one single volume change per day, thus not allowing a

complete exploitation of the thermophiles’ efficiency (Ponti et al., 1995a).

• Influent temperature. Pre-heating of the influent sludge using the heat from

the effluent would reduce the thermal shock, and potentially result in shorter

reaction times; shorter reaction times would lead in turn to lower energy re-

quirements. In spite of this, very few plants make use of heat integration

(Layden et al., 2007b).

In the light of these considerations, several researchers agree on need to identify

the optimum operating conditions of ATAD systems (LaPara and Alleman, 1999;

Layden et al., 2007a). Nonetheless, there is no study in the available literature

devoted to the optimisation of the ATAD reaction.

1.2 Thesis Statement

In view of the lack of optimisation and the rudimentary understanding of ATAD

systems, the objectives of this investigation are:

• To minimise the energy requirement of air-driven ATAD systems by altering

the operating conditions while complying with effluent quality standards.

4



1.3. THESIS OVERVIEW

• To gain insight into the operating, structural, and scheduling factors influenc-

ing both energy requirement and plant capacity of ATAD systems through

simulation studies.

• To develop a dynamic model of the ATAD reaction to aid in the aforementioned

simulation and optimisation tasks.

• To gain insight into the reaction process and its inner workings.

• To pave the way for the structural optimisation of ATAD systems.

1.3 Thesis Overview

Chapter 1 introduces the relevance of energy efficiency optimisation of wastewater

treatment in general and ATAD in particular. It gives the general reader a succinct

account of the motivation and objectives of the present investigation.

Chapter 2 gives a literature-based explanation of the general aspects and stages

of wastewater treatment, followed by a more in-depth description of the different

aspects of ATAD, such as metabolism, microbiology, treatment objectives, origin,

design, operation, as well as its perceived advantages and disadvantages.

In Chapter 3, the motivation and objectives of this work are presented in the

light of the background given in Chapter 2.

Chapter 4 concerns the development of two dynamic ATAD models. These mod-

els will be instrumental in developing new knowledge about the ATAD reaction, as

well as in the formulation and implementation of the optimisation problem.

In Chapter 5, simulation studies are presented concerning the start-up and steady

state operation of ATAD systems, along with an asymptotic analysis, a sensitivity

analysis to identify the operating conditions with the strongest influence on the

energy requirement and plant capacity, and a model assessment and parameter es-

timation. The findings from the sensitivity analysis will be key to select the most

promising optimisation variables.

Chapter 6 deals with the formulation and implementation of the optimisation

problem stated above. Two case studies are presented and optimised following the
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direct sequential approach. It then goes on to explore and provide a tentative

framework for the formulation and implementation of the optimisation problem in

terms of a direct simultaneous approach, namely, orthogonal collocation.

Finally, Chapter 7 summarises the main conclusions of this investigation and

considers new avenues of research for the future.
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Chapter 2

Literature Review

2.1 The necessity of wastewater treatment

Human activity results in different forms of pollution. One of these forms of pollution

is present in wastewater. Whether the nature of wastewater is domestic (e.g., from

communities, institutions, commercial complexes) or industrial (e.g., from manufac-

turing industries), wastewater always contains components in relatively high con-

centrations which, if discharged untreated, would cause considerable damage to the

receiving water bodies. The damage to the receiving water bodies would have, in

turn, consequences for the environment and for human health. A number of relevant

components of wastewater and their corresponding effects are listed in Table 2.1. En-

vironmental effects include the change in conditions of natural habitats, production

of malodorous gases, aesthetic inconveniences, toxicity, and the destruction of entire

ecosystems through eutrophication and oxygen depletion. On the other hand, effects

on human health include the pollution of watercourses used by communities (e.g.,

as source of potable or bathing water) and the transmission of water-born diseases

(Henze et al., 1990; Horan, 1990). Some of these pollutants are suspected to be

carcinogenic, teratogenic, or mutagenic (Barnes et al., 1986). Thus and to protect

the environment and human health, wastewater has to be treated in order to reduce

the concentration of pollutants to safe levels. So, the main objective of wastewater

treatment is to reduce the concentration of dangerous pollutants to safe levels.
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Table 2.1: Components of wastewater and their corresponding effects on the envi-
ronment and human health. Adapted from Henze et al. (1990).

Component Of special interest Effects
Microorganisms Pathogenic bacteria, viruses, and

worms
Risk when bathing and eating shell-
fish

Biodegradable
organic materials

Oxygen depletion in rivers, lakes,
and fjords

Destruction of ecosystems

Other organic ma-
terials

Detergents, pesticides, fat, oil and
grease, colouring, solvents, phenol,
cyanide

Toxic effect, aesthetic inconve-
niences, bio-accumulation

Nutrients Nitrogen, phosphorus, ammonia Eutrophication, oxygen depletion,
toxic effect

Metals Hg, Pb, Cd, Cr, Cu, Ni Toxic effect, bio-accumulation
Other inorganic
materials

Acids (e.g., hydrogen sulphide,
bases)

Corrosion, toxic effect

Thermal effects Hot water Changing living conditions for flora
and fauna

Odour and taste Hydrogen sulphide Aesthetic inconveniences, toxic ef-
fect

Radioactive matter Toxic effect, bio-accumulation

Table 2.2: Stages of wastewater treatment. Adapted from Metcalf & Eddy (2003).
Treatment stage Description
Preliminary Physical treatment through screening for removal of floating objects and

coarse particles
Primary Physical treatment through sedimentation for partial removal of suspended

solids
Secondary Biological or chemical treatment for partial removal of organic matter, sus-

pended solids, and nutrients (e.g., nitrogen, phosphorous, etc)
Tertiary Often a combination of physical, chemical, and biological processes to further

remove dissolved and suspended solids

2.2 Stages of wastewater treatment

Wastewater treatment plants are designed in such a manner that the treated water

will comply with the applicable effluent quality standards. Most plants consist of

a number of operations and processes, each of them targeting different wastewater

components. These operations and processes form the different stages of wastewater

treatment: preliminary, primary, secondary, and tertiary treatment. Table 2.2 lists

the different stages with a brief description of their nature and purpose. The most

important part of the treatment is the secondary, biological stage, whose perfor-

mance depends strongly on that of the preliminary and primary stages.

Preliminary and primary treatment. It involves the removal of floating objects
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and coarse particles (such as rags and grit) and suspended solids from the influ-

ent wastewater by means of physical forces. If not removed, some of these objects

and particles would damage the mechanical equipment of the later stages through

abrasion, deposition, and accumulation. The most common types of physical op-

eration are screening, comminutors, grit removal, and sedimentation. Other more

advanced physical operations are packed-bed filters, membrane separation systems,

and ammonia stripping. The removed material is often disposed of in landfill sites

or through incineration.

Secondary treatment. As mentioned above, the secondary stage is often regarded

as the most important part of wastewater treatment. This stage may involve the

use of chemical and biological processes which aim at reducing the oxygen demand

of the wastewater and (in some cases) destroying hazardous microorganisms. Chem-

ical processes are those by which wastewater components are transformed through

chemical reactions. The most common types of chemical processes are chemical co-

agulation, chemical precipitation, chemical disinfection (typically with chlorine), and

chemical oxidation. Biological processes are those by which wastewater components

are transformed via metabolic activity. The main concept is to use microorgan-

isms (principally bacteria) to degrade or stabilise the organic matter and nutrients

present in the wastewater. As per Equation (2.1), the general metabolic reaction

involves the oxidation of large organic matter molecules converting them into simple,

low-energy compounds and biomass (Metcalf & Eddy, 2003).

ν1(organic matter) + ν2O2 + ν3NH3 + ν4PO3−
4 →

ν5(biomass) + ν6CO2 + ν7H2O (2.1)

The symbol ν represents the stoichiometric coefficient. In this equation, oxygen,

ammonia, and phosphate represent the nutrients needed for the microbial metabolic

conversion of organic matter (often in the form C18H19O9N) into biomass (i.e., cell

tissue), carbon dioxide, and water.

Depending on the nature of the metabolic reaction, biological processes can be
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aerobic, anaerobic, anoxic, facultative, or combined. Aerobic processes take place in

the presence of oxygen, while anaerobic processes take place in its absence. Anoxic

processes take place in the absence of oxygen by converting nitrate nitrogen into

nitrogen gas (also known as denitrification). Facultative processes are those in which

the microorganisms can convert organic matter in presence and absence of oxygen.

Combined processes make use of aerobic, anaerobic, and anoxic processes in order

to attain a particular treatment objective.

Biological processes can also have different objectives, such as biological nutrient

removal, phosphorous removal, organic matter removal, nitrification, and denitrifica-

tion. Biological nutrient removal refers to the removal of nitrogen and phosphorous.

Phosphorous removal refers to the removal of phosphorous through accumulation

in the microorganisms and subsequent solids separation. Organic matter removal

refers to the removal of organic matter through conversion of organic matter into

biomass and several gases. Nitrification is a two-step process in which ammonia

is converted first into nitrite and then into nitrate. In the denitrification process,

nitrate is converted into nitrogen and other gases.

Tertiary treatment. In this stage (also known as advanced treatment), a num-

ber of processes and operations are combined to remove suspended and dissolved

matter that remains after the secondary treatment. This stage is required when the

secondary treatment does not provide a significant reduction of these compounds.

For a comprehensive account of the stages of wastewater treatment, see Metcalf

& Eddy (2003).

2.3 Sludge treatment

After the primary and secondary stages, the treated wastewater is passed through

clarifiers and thickeners in order to separate the water from the solids. The treated

water is then disposed of, for example, in a water body, or it might be used for

irrigation or for some other beneficial purpose. The solids or sludge, i.e., the concen-

trated residue at the bottom of the tanks, is then diverted to the sludge treatment

site.
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Table 2.3: Typical chemical composition of untreated and digested sludge. Adapted
from Metcalf & Eddy (2003).

Untreated primary sludge Digested primary sludge
Component Range Typical Range Typical
Total dry solids (TS), % 5–9 6 2–5 4
Volatile solids (% of TS) 60–80 65 30–60 40
Grease and fats (% of TS) 6–30 5–20 18
Protein (% of TS) 20–30 25 15–20 18
Nitrogen (N, % of TS) 1.5–4 2.5 1.6–3 3
Phosphorous (P2O5, % of TS) 0.8–2.8 1.6 1.5–4 2.5
Cellulose (% of TS) 8–15 10 8–15 10
pH 5–8 6 6.5–7.5 7
Alkalinity (g/l as CaCO3) 0.5–1.5 0.6 2.5–3.5 3
Organic acids (g/l as HAc) 0.2–2 0.5 0.1–0.6 0.2
Energy content (MJ/kg TSS) 23–29 25 9–14 12

The objective of sludge treatment is to reduce the water and organic matter

content of the sludge in such a way that it will be rendered suitable for final disposal

or reuse.

The treatment, reuse, and disposal of sludge represent the most complex tasks

facing the wastewater engineer. This is due to the fact that sludge is the wastewater

residue of largest volume. Thus, sludge treatment is often treated separately from

the other stages involved in wastewater treatment.

Sludge composition. The most important characteristic of sludge is its water and

organic matter content. A high concentration of organic matter in an untreated

sludge means that it will further degrade, thus posing a potential health and odour

risk. Typically, sludge has a water content of 90–99% which is significantly higher

than that of the raw influent wastewater, of about 99.97%. The typical chemical

composition of untreated and digested primary sludge can be seen in Table 2.3.

2.3.1 Sludge treatment methods

In the first step, operations such as thickening, conditioning, dewatering, and drying

are employed to reduce the water content of the sludge and, thus, its volume.

The next step is the stabilisation of the sludge, that is, the reduction of the

organic matter content of the sludge. The purpose of stabilisation is to generate

an end product with the following characteristics: (i) reduced pathogen content,

(ii) absence of odours, and (iii) reduced risk of putrefaction. Sludge stabilisation
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is employed in the vast majority of wastewater treatment plants. The principal

methods to stabilise the sludge are composting and digestion. Incineration is also

employed as a means for sludge treatment.

Incineration. Incineration consists of the total conversion of organic matter into

simple oxidised compounds, such as ash, water, and carbon dioxide through complete

combustion. Its advantages include high volume reduction thus decreasing disposal

requirements, elimination of pathogens and toxic compounds, and energy recovery

potential. Disadvantages include its high capital and operating cost, large emission

of greenhouse gases, and production of potentially hazardous end products.

Composting. It involves the biological degradation of organic matter connected

to the production of humic acid, thus producing a stable end product which can be

used as soil conditioner. The process is carried out by bacteria, actinomycetes, and

fungi, and it takes place in an enclosed reactor. Bacteria seem to be responsible for

heat generation and the degradation of a major part of the organic matter. Due

to the thermophilic operating temperatures, enteric microorganisms are eliminated.

Composting is considered to be an environmentally friendly and cost-effective treat-

ment.

Digestion. It is the decomposition of organic matter through microbial activ-

ity. There are three main types of digestion: anaerobic digestion, aerobic digestion,

and autothermal thermophilic aerobic digestion. Anaerobic digestion is the biolog-

ical degradation of organic matter in the absence of oxygen through fermentation

processes. This process is often performed in a heated reactor for the production of

methane. The process is susceptible to relatively small disturbances of the operating

conditions and recovery is slow. Therefore, it requires skilled operation. The end

product can be used as soil conditioner.

Aerobic digestion is the biological degradation of organic matter in the presence

of oxygen. Its principle is similar to that of the activated sludge process: when

organic matter is scarce, the microorganisms consume their own protoplasm in or-

der to generate energy. Cell mass is thus oxidized and converted into ammonia,

carbon dioxide, and water. The process usually takes place in an open tank and,

thus, at ambient temperature. It is not susceptible to disturbances in the operating
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Table 2.4: Degree of attenuation of stabilisation processes. Adapted from Metcalf
& Eddy (2003).

Degree of attenuation
Process Pathogens Putrefaction Odour potential
Alkaline stabilisation Good Fair Fair
Anaerobic digestion Fair Good Good
Aerobic digestion Fair Good Good
ATAD Excellent Good Good
Composting Fair Good Poor to fair
Composting (thermophilic) Excellent Good Poor to fair

conditions. Due to the energy required for aeration, the process is energy-intensive.

ATAD is similar to aerobic digestion with the exception that the process occurs

at thermophilic temperatures. This is achieved by using enclosed, well-insulated re-

actors and higher aeration levels. The process is not significantly susceptible to dis-

turbances of the operating conditions (especially when compared to other processes,

such as thermophilic anaerobic digestion) and it can produce Class A Biosolids.

ATAD is energy-intensive due to the high aeration level required to reach and main-

tain thermophilic temperatures.

A comparison of the performance of stabilisation processes in terms of their

attenuation capacity is shown in Table 2.4. ATAD displays, overall, the best perfor-

mance.

A more detailed description of the available methods for sludge treatment can

be found in Metcalf & Eddy (2003).

2.4 Energy efficiency and cost of wastewater treat-

ment

The principal interest of the wastewater industry has always been to meet water qual-

ity standards in order to keep public trust (Focus on Energy, 2006). Thus, energy

considerations have received very little attention. As a result, wastewater treatment

plants are hardly ever designed with energy efficiency in mind, even though they

tend to be highly energy-intensive and expensive to operate.

As an example, in the US alone, wastewater treatment plants consume about
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2%1 of the total amount of electricity generated (Batts et al., 1993), and represent

the single largest cost to local governments with up to 33% of their total budget

(Jones, 1991; M/J Industrial Solutions, 2003; Yonkin et al., 2008). In addition,

the energy consumption of wastewater treatment is expected to increase by 30 to

40% in the next 20 to 30 years. Such increase will be due to the introduction

of new regulations imposing higher levels of treatment, to higher loads resulting

from population growth, and to new technologies which require greater amounts

of electricity (such as UV disinfection, autothermal thermophilic aerobic digestion,

etc.) (Metcalf & Eddy, 2003).

In the light of these facts, it is surprising that very few efforts have been devoted

to optimising the energy efficiency of wastewater treatment processes (e.g., Moles

et al., 2003; Fikar et al., 2005; Holenda et al., 2007; Descoins et al., 2010, and

references therein). Optimisation is still rare in wastewater engineering. Descoins

et al. (2010) pointed out that the experts in the field of wastewater treatment have

mainly focused on the simulation and prediction of wastewater qualities in order to

comply with legal effluent requirements and standards, while the associated energy

aspects of the treatments have been widely neglected.

Only recently and in the context mentioned above, design and operation of

wastewater treatment plants have started to shift to include a new emphasis on

energy efficiency improvement. In general, the operation of wastewater treatment

plants has been based on experience and an intuitive approach, and the criterion

for good control has been the compliance with effluent standards (Metcalf & Eddy,

2003).

After labor, electricity is the largest operating cost associated with wastewater

treatment with 25 to 40% of the total (M/J Industrial Solutions, 2003). In the most

common type of wastewater treatment plant, the activated sludge plant, about 50%

of this energy is used for aeration (Metcalf & Eddy, 2003). Among the different

stages in wastewater treatment, sludge treatment generally accounts for a major

fraction of the total energy cost (Barnes et al., 1986).

1The more conservative figure of 2% comes from the work by Batts et al. (1993) which is refer-
enced by Metcalf & Eddy (2003), while Gellings (1996) suggested 3%, and Jones (1991) estimated
its value at ∼8%.
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One of the most energy-intensive sludge treatment processes is autothermal ther-

mophilic aerobic digestion, which represents the focus of this investigation.

2.5 Autothermal thermophilic aerobic digestion

ATAD is a sludge treatment process similar to the activated sludge process. ATAD

represents a variation of conventional mesophilic and high-purity oxygen aerobic

digestion (Metcalf & Eddy, 2003).

2.5.1 The ATAD process

Metabolism

ATAD involves the decomposition of organic matter in the presence of oxygen

through microbial oxidation at thermophilic temperatures (40–70 ◦C). Through the

oxidation process, organic matter is eventually converted into biomass, ammonia,

carbon dioxide, and water. However, there is almost no information on the biochem-

ical metabolic pathways that make this reaction possible (Muller et al., 1998).

An important difference between ATAD and other aerobic digestion processes is

the high operating temperature which inhibits nitrification. Nonetheless, there is a

significant similarity between the biochemistry of ATAD and that of the activated

sludge process: as biodegradable organic matter becomes exhausted, the microor-

ganisms start using their own protoplasm as well as cell material released into the

environment by cell lysis as source of organic matter in order to obtain energy for

cell maintenance and synthesis of new cell material (microbial growth). This phase

is called endogenous respiration. It is mainly during this phase that the organic

matter content of the sludge is reduced. This reduction is known as endogenous

decay.

While oxygen is plentiful, the oxidation of cell matter into carbon dioxide, water,

and nitrogen compounds during the phase of endogenous respiration is ruled by

Equation 2.2 and 2.3 (Metcalf & Eddy, 2003).
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C5H7NO2 + 7 O2 → 5 CO2 + 3 H2O + HNO3 (2.2)

C5H7NO2 + 5 O2 → 5 CO2 + NH3 + 2 H2O (2.3)

The formula C5H7NO2 is the conventional representation for cell material orig-

inally proposed by Hoover and Porges (1952). During this reaction, ammonia and

other nitrogen compounds are produced which are not further broken down due to

the inhibition of nitrification. As a result, alkalinity increases and the pH of the

sludge will be in the range 8–9. The high concentration of ammonia contributes

(often with hydrogen sulphide H2S) to the characteristic smell of the exhaust gas

from the reactors.

However, oxygen is generally not plentiful in ATAD reactors; the reason being

that oxygen demand usually exceeds oxygen supply with dissolved oxygen concen-

tration falling below detectable levels (Stensel and Coleman, 2000). This is known as

microaerophilic or microaerobic conditions. Subject to microaerophilic conditions,

proteinaceous cell material, such as peptone, is broken down into volatile fatty acids,

for example acetic acid, through the fermentation process described by Equation 2.4

(Chu and Mavinic, 1998).

4 CH2NH2COOH + 4 H2O→ 3 CH3COOH + 2 (NH4)2CO3 (2.4)

Finally and given enough dissolved oxygen is available, acetic acid will undergo

oxidation to produce carbon dioxide and water following Equation 2.5 (Metcalf &

Eddy, 2003).

CH3COOH + 2 O2 → 2 CO2 + 2 H2O (2.5)

The fact that fermentative (and even anaerobic) processes take place, shows that

ATAD is not, strictly speaking, an aerobic process. It is a combination of aerobic,

fermentative, and anaerobic processes (Kelly and Warren, 1997).

During their digestion, thermophilic microorganisms release vast amounts of
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(a) (b) (c)

Figure 2.1: SEM micrographs of microorganisms involved in ATAD: (a) ther-
mophilic Bacillus (Todar, 2011), (b) B. licheniformis (Ehrenreich, 2011), and (c) B.
stearothermophilus (Holowko, 2011).

metabolic energy in the form of heat thus rising reactors’ temperatures to the ther-

mophilic range. To be more precise, about 14 MJ of metabolic energy are released

into the environment for each kilogram of oxygen consumed (Gomez et al., 2007).

This inefficient metabolism may be one of the main characteristics of the ther-

mophilic community.

Microbiology

Little is known about the microbiological aspects of ATAD (LaPara and Alleman,

1999). It is generally thought, however, that the dominant microbial population

is the thermophilic Bacillus spp. such as B. stearothermophilus (Sonnleitner and

Fiechter, 1983), Paenibacillus and Peptostreptococcaceae (Piterina et al., 2008),

and B. licheniformis and Brevibacillus (Ugwuanyi et al., 2008; Li et al., 2009). Yet,

in a more recent study, Liu et al. (2010) found the bacteria Ureibacillus of Bacil-

laceae, Hydrogenophilaceae, Thermotogaceae, and Clostridiaceae to be dominant.

They also found that there were significant population dynamics during periods of

temperature changes; at higher temperatures, the aforementioned dominant groups

were selected replacing less temperature-tolerant microorganisms such as Sphingob-

acteriaceae and the genus Trichococcus. Figure 2.1 shows micrographs of some of

the microorganisms involved in the ATAD reaction.

Staton et al. (2001) stated that it was unclear whether anaerobic microorganisms

would be able to survive and thrive in ATAD reactors. However, recent evidence
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shows the presence of anaerobic and even strict anaerobic microorganisms as well

as methanogenic activity in ATAD systems (Ugwuanyi et al., 2005; Piterina et al.,

2008). This might be due to the prevalence of microaerophilic conditions during the

reaction. It is nonetheless unclear what the contribution of these anaerobic popu-

lations might be in terms of the stabilisation capacity of ATAD systems. As stated

earlier, ATAD is a combination of anaerobic, fermentative, and aerobic processes

(Kelly and Warren, 1997).

There is an important difference between the microbiology of ATAD and that

of the conventional activated sludge process: nitrifying microorganisms, protozoa,

and other life forms are not present (LaPara and Alleman, 1999). The absence of

nitrifying microorganisms is due to the high operating temperatures.

2.5.2 Treatment objectives

Perhaps the most comprehensive and authoritative standard for the final use or dis-

posal of sewage sludge of domestic origin is United States Environmental Protection

Agency (USEPA) 40 CFR Part 503 (USEPA, 1993). This set of regulations estab-

lishes, among others, the general requirements in terms of pathogens and vector

attraction reduction when treated sludge is intended for land application or surface

disposal.

These regulations define two types or qualities of treated sludge or biosolids :

Class A and Class B Biosolids. These definitions are based on the species and

number of pathogens present in the treated sludge, with Class A displaying lower

and Class B higher numbers. Class A Biosolids have to meet the more stringent

criteria as they can be used as soil conditioner by the general public, as well as

in gardens, etc. Class B Biosolids find a more limited use as soil conditioner on

agricultural land or alternatively they may be disposed of in landfill.

Under these regulations, ATAD is considered to meet Class A Biosolids standards

and to be a process to further reduce pathogens (PFRP). All such processes have to

meet the requirements for pathogen reduction as well as vector attraction reduction.
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Pasteurisation

Pathogens are all those microorganisms able to cause disease, such as bacteria,

viruses, protozoa, and helminths. They can infect humans and animals in differ-

ent ways and the level of exposure necessary for infection depends on each specific

pathogen and host. In this particular context, the most dangerous pathogens are

those from the enteric and urinary systems of humans. They are present in the

sludge through feces and urine. Generally, wastewater and sewage sludge contain

very high concentrations of pathogens. However, they can only thrive under cer-

tain conditions of temperature, pH, etc. Outside of these conditions, they are not

able to survive. Treatments for pathogen reduction are based on this fact. Some of

these treatments include application of high temperatures, radiation, and chemical

disinfectants.

The process by which pathogen numbers are reduced via thermal treatment is

termed pasteurisation. The applicable pathogen reduction must be attained before

or at the same time as vector attraction reduction. This is required in order to

prevent the growth of pathogens after reducing vector attraction.

Under 40 CFR 503.32(a)(3), USEPA (1993) establishes that a certain time-

temperature relationship has to be satisfied in order to reduce pathogens through

thermal treatment. For the particular case of ATAD, this time-temperature rela-

tionship, also known as thermal death time, obeys Equation 2.6 and it is displayed

in Figure 2.2a:

D =
5007000

100.14·T , T ≥ 50 ◦C, D ≥ 0.021 days (30 minutes), (2.6)

where D represents the contact time (days), and T the temperature (◦C). Exposing

the sludge to the temperature T during the corresponding contact time D ensures

that pathogens are reduced below detectable levels. When the right level of exposure

has been achieved, the sludge is said to be pasteurised.
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Figure 2.2: (a) Contact time required for pasteurisation as a function of the operating
temperature, and (b) evolution of oxygen uptake rate (OUR) in ATAD laboratory-
scale reactor (adapted from Kovacs (2007) and Jamniczky-Kaszas (2010)).

Stabilisation

Vector attraction reduction refers to the reduction of three potential risks: putresci-

bility of the sludge once it is applied on land, the subsequent growth of pathogens,

and the eventual spread of infectious diseases.

When untreated sludge is applied to land, it provides pathogens with sufficient

organic matter to grow and thrive. Then, these pathogens might spread and be

transmitted to humans by means of other organisms, called “vectors”, that are

attracted to the sludge as a food source. Examples of vectors are rodents, flies,

mosquitoes, etc.

There are two ways to reduce vector attraction. The first is to treat the sludge

to a level that will no longer attract vectors. The second consists of placing a barrier

between the sludge and the vectors.

When the first option is chosen under 40 CFR 503.33(b)(1), the mass of volatile

solids in the sludge has to be reduced by a minimum of 38% with regard to the influ-

ent sludge (USEPA, 1993). When this condition is satisfied, the sludge is said to be

stable or stabilised. Once the sludge has been stabilised, it is then less likely to be-

come putrid, the amount of substrate for growth of pathogens has been significantly

reduced, and less vectors will be attracted.
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As mentioned earlier, the phase during which the organic matter concentration

is reduced, is called endogenous decay. It is mostly during this phase that sludge

stabilisation is achieved. Figure 2.2b shows the evolution of the OUR in a laboratory-

scale ATAD reactor. It can be seen that, after a period of exponential growth, the

microorganisms deplete the readily biodegradable organic matter (denoted by SS),

and shortly thereafter they also deplete the slowly biodegradable organic matter

(denoted XS). Soon after that, microorganisms start consuming their own tissue and

that of lysed cells in order to obtain energy, thus entering the phase of endogenous

decay. During endogenous decay, proteinaceous cell material is transformed into

simple, low-energy compounds (such as CO2, NH3, and water) and lysed, effectively

reducing the organic matter concentration of the sludge.

In short, the treatment objectives of ATAD are the pasteurisation and stabilisa-

tion of the sludge to the aforementioned levels.

According to what has been seen in the last sections, the principle of the ATAD

reaction can be summarised as follows: raw sewage sludge containing relatively high

concentrations of organic matter and pathogens is fed into a well-insulated reactor.

The sludge is then aerated (with either pure oxygen or air) and mixed for a certain

period of time. The thermophilic microorganisms naturally present in the sludge

start to feed and grow at the expense of oxygen and organic matter. This effectively

reduces the organic matter concentration resulting in sludge stabilisation. During

their digestion, the thermophiles release vast amounts of metabolic energy into the

environment in form of heat, rising reactors’ temperatures to the thermophilic range.

These high temperatures are lethal for pathogens. Consequently, pathogen concen-

trations fall below detectable levels resulting in sludge pasteurisation. Hence, the

end product is a stable, pasteurised sludge classified as Class A Biosolids that can

be used as soil conditioner without restrictions.

21



CHAPTER 2: LITERATURE REVIEW

2.5.3 Origin, design, and operation of ATAD systems

Origin

According to LaPara and Alleman (1999), the original thermophilic aerobic plants

evolved accidentally from research conducted during the 1950s, as heat released

during mesophilic digestion of high-strength sludge increased reactors’ temperatures

to the thermophilic range.

Exploratory research on activated sludge systems using pure oxygen started as

early as the 1960s (Warakomski et al., 2007). The first such system, developed by the

American company Union Carbide’s Linde Division (now Mixing and Mass Transfer

Technologies LLC ), was patented in 1967. The company built and successfully

operated the first experimental full-scale, oxygen-driven system in 1972 in Speedway,

Indiana, US (Gyger et al., 2007). To date, the company has built more than 100

oxygen-driven systems.

Initially, it was believed that thermophilic temperatures could only be reached

and maintained when using pure oxygen (Matsch and Drnevich, 1977; Gould and

Drnevich, 1978). Nonetheless, other developments showed that thermophilic tem-

peratures could also be reached and maintained using air at laboratory and pilot

scale (Loll, 1977; Jewell and Kabrick, 1978).

During the late 1970s, the German company Fuchs Gas- und Wassertechnick

GmbH (now FUCHS Enprotec GmbH ) successfully built and operated an experimen-

tal full-scale, air-driven system consisting of one single stage fed with high-strength

sludge which was able to reach and maintain thermophilic temperatures (Layden

et al., 2007a). This success lead the company to build the first full-scale, air-driven,

municipal ATAD system in 1977 in Vilsbiburg, Germany (USEPA, 1990). The later

and prevailing design of this company would be a two-stage system consisting of two

reactors in series. They have since built over 80 air-driven ATAD plants worldwide.

Other companies involved in the development and commercialisation of ATAD

systems over the last three decades include Kruger-Fuchs, US Filter, Air Products,

Dayton Knight, CBI Walker, and Thermal Process Systems (Gyger et al., 2007).

Most of these companies deal or manufacture air-driven systems.
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Table 2.5: Main design parameters of two-stage ATAD systems. Adapted from
USEPA (1990).

Parameter Description
Reactors Two stages or more, depending on load; tanks of equal size (typi-

cally 100 m3) operated in series; daily semi-batch operation
Reactor type Cylindrical; height-diameter ratio of 0.5–1.0
Sludge type Primary, secondary activated sludge, trickling filter, gravity or air

flotation thickened, mixture of primary and secondary, domestic
or industrial origin, manure

Feed TS range 40–60 g/l (4–6 %)
Required VSS ≥25 g/l (2.5 %)
HRT 5–6 days
Mininum reaction time 20 hr/stage
Temperature and pH Reactor I: 35–50 ◦C, pH≥7.2

Reactor II: 50–65 ◦C, pH≥8.0
Aeration flowrate 4 m3 m−3 hr−1 (or vvh)
Specific power 85–105 W/m3 of active reactor volume
Energy requirement 9–15 kWh/m3 of sludge
Heat potential for recovery 20–30 kWh/m3 of sludge

This investigation exclusively concerns air-driven systems because most available

publications on ATAD deal with such systems. Publications and data dealing with

oxygen-driven systems are scarce and insufficient to include them in this investiga-

tion.

Design and operation

The prevailing design among air-driven ATAD systems is the two-stage design de-

veloped by Fuchs Gas- und Wassertechnick GmbH. This design is described in detail

in USEPA (1990) where it is considered the design standard. For this reason, this

design is also going to be considered the standard in this investigation.

Both single- and multiple-stage ATAD systems are in operation. However, over

the years, two-stage systems have become the most widely used type. This devel-

opment may be rooted in the perception that single-stage systems may not be able

to achieve the same pasteurisation levels as multiple-stage systems (USEPA, 1990).

Nonetheless, single-stage systems do achieve similar volatile solids (VS) reductions

as multiple-stage systems.

A summary of the main design parameters of two-stage systems is listed in Table

2.5.
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Thickener Reactor 1 Reactor 2 Storage tank

Exhaust gasRaw sludge

123

To land application

Figure 2.3: Flow diagram of two-stage, semibatch ATAD system. The numbers
indicate the reverse order of the streams. Adapted from USEPA (1990).

Mode of operation. Two-stage ATAD systems are typically operated in a semi-

batch mode. This semi-batch, series mode operated following a reverse-order loading

procedure ensures that the treated sludge from the second-stage reactor is not con-

taminated with raw sludge or partially digested sludge from the first-stage reactor.

After a reaction time of 23 hours, aeration and mixing equipment are switched off to

give way to a 1-hour loading procedure: a certain volume of treated sludge from the

second-stage reactor is transferred into the storage tank; next, the first-stage reactor

discharges the same volume of sludge into the second-stage reactor; finally, the same

volume of raw sludge is transferred into the first-stage reactor. Figure 2.3 displays

the flow diagram of the typical two-stage ATAD system. Stabilisation is greater in

the first-stage (∼60%) than in the second-stage reactor (∼40%), as the first-stage

reactor is fed with the raw sludge. However, pasteurisation generally takes place in

the second-stage reactor due to its higher operating temperatures.

Sludge pre-thickening. The feed sludge or influent sludge is usually thickened

before digestion through gravity thickening. A total solids (TS) concentration of

4–6% allows the reactors to reach and maintain thermophilic temperatures. About

60% of TS have to be in the form of biodegradable VS in order to sustain the process.

Thus, the VS concentration of the influent sludge is a critical parameter: while VS

are the subject of the treatment, they are at the same time the driving force or fuel

of the process. Influent sludge is commonly a mixture of primary and secondary
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Figure 2.4: Artistic image of Fuchs ATAD reactor highlighting its essential parts.
Adapted from ISMA (2011).

sludge.

Reactors. The reactors are enclosed and cylindrical with a height-diameter ratio

of 0.5–1.0, and have a typical volume of 100 m3 each. As a result of the higher

reaction rates and lower HRT of ATAD systems, ATAD reactors are significantly

smaller (one-sixth to one-half) than those used for other digestion processes (Kelly

and Warren, 1997). To reduce the rate of heat loss and prevent temperatures from

plummeting, reactors are insulated with a 10-cm-thick layer of mineral wool, and

styrene foam. The range of the resulting heat transfer coefficient is 0.3–0.4 W m−2

◦C−1. To protect the insulation, the reactor is then covered with a metallic layer

of corrugated steel or aluminium. The reactors are operated with a freeboard of

0.5–1 m. Figure 2.4 displays an artistic image of a typical Fuchs ATAD reactor

highlighting its most important parts.

Hydraulic residence time. The HRT is in the range 5–6 days which corresponds
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Table 2.6: Changes in the physico-chemical properties of water at thermophilic
temperatures (compared to mesophilic temperatures) and their impact on ATAD
treatment. Adapted from LaPara and Alleman (1999) and Layden et al. (2007a).

Property Expected change Impact on ATAD treatment
Viscosity Decrease Improved gas transfer efficiency

Improved mixing efficiency
Improved rheology for pumping

Surface tension Decrease Improved gas transfer efficiency
Increased tendency for foaming

Diffusivity Increase Improved gas transfer efficiency
Improved mixing efficiency

Gas-liquid solubility Decrease Reduced transfer efficiency of undersaturated gas
(e.g., O2)
Increased stripping of supersaturated off-gases
(e.g., CO2, NH3, etc.)

Solid-liquid solubility Increase Higher permissible concentrations of most organ-
ics and inorganics
Lower solubility of carbonate salts

to 2.5–3 days in each reactor. The minimum daily reaction time should be 20 hr

per reactor. This represents the batch phase during which loading is interrupted,

aeration and mixing are resumed, and pathogens and VS concentrations are reduced.

The loading process is completed approximately within 30 min per reactor, leading

to an average reaction time of 23.5 hr. Changes in the sludge flowrate should not

lead to HRT variations greater than 20%.

Aeration and mixing. Choosing the right amount of aeration and mixing is an-

other critical parameter when designing an ATAD system. Aeration serves two

purposes: providing microorganisms with oxygen and mixing the sludge. Each re-

actor is equipped with two spiral aerators on opposite sides and at a certain angle

thus creating a vertical downward flow. This type of aerators propels the sludge in

a spiral, highly turbulent movement. Based on a TS concentration of 2.5–5.0% and

an oxygen requirement of 1.42 kg of O2 per kg of VS destroyed, the aeration flowrate

is set at 4 m3 m−3 hr−1 (also vvh, or volume of air per volume of sludge per hour).

The specific power input of the aeration equipment is in the range 85–105 W/m3,

leading to an energy requirement of 9–15 kWh/m3 of sludge treated.

Temperature. The changes in the physico-chemical properties of water at ther-

mophilic temperatures and their impact on the ATAD treatment are displayed in

Table 2.6. A decrease in viscosity and surface tension, and an increase in diffusivity
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Figure 2.5: (a) Two-day temperature time series showing the effect of the thermal
shock in a two-stage ATAD system, and (b) temperature dependence of thermophilic
growth rate and effect of thermal shock on both reactors with potential implications
for sludge stabilisation and pasteurisation.

result in increased gas transfer efficiency. On the other hand, the decrease of gas-

liquid solubility decreases gas transfer efficiency. Hence, it could be expected that

these effects offset each other. Vogelaar et al. (2000) confirmed this hypothesis. They

found that temperature changes between 20 and 55 ◦C in tapwater, paper process

water, and thermophilic sludge had a negligible effect on the oxygen transfer rate.

They concluded that this was due to the counteracting effect of the increasing overall

oxygen transfer coefficient against the decreasing oxygen saturation concentration.

As a result of daily reactor loading with a typical 33% displacement of reactor

volume, there is a drop in reactors’ temperatures, known as thermal shock (see

Figure 2.5a). The thermal shock in the first-stage reactor is in the range 5–10 ◦C,

while in the second-stage reactor it ranges 4–6 ◦C. The temperature recovery rate in

the first-stage reactor is ∼1 ◦C/hr and somewhat higher in the second-stage reactor.

Temperatures should not fall below 40 ◦C to prevent biological adaptation problems

(see Figure 2.5b), or be higher than 65 ◦C to avoid resolubilisation of organic matter.

As can be seen in Figure 2.5b, the thermal shock might have implications for both

sludge stabilisation and pasteurisation due to a decrease of bacterial activity.

Kelly and Warren (1997) suggested that ATAD is not strictly thermophilic, as

the first-stage reactor may operate below that range as a result of the thermal
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shock. They indicated that one function of the first-stage reactor is to rise the

sludge temperature, thus allowing the second-stage reactor to operate consistently

in the thermophilic range.

Overall, the temperature profile along the ATAD reaction is mainly determined

by the aeration flowrate, influent sludge concentration, reactor insulation, and thick-

ness of the foam layer.

As a result of the high operating temperatures, nitrification is inhibited and the

pH depressions observed in nitrifying environments do not take place. Thus, pH

does not have to be controlled. Given a raw sludge with a pH of 6.5, the pH in the

first-stage reactor would be higher than 7.2, and higher than 8 in the second stage.

Foam control. As a result of the strong aeration levels, a foam layer of several

centimeters forms on top of the liquid phase. When foam becomes excessive, it may

eventually overflow the reactor thus creating an urgent problem. However, this layer

has important advantages for the treatment. It creates an extra layer of insulation

that lowers the rate of heat loss. It also rises oxidation and stabilisation rates by

increasing the area of the gas-liquid interphase. Thus, the foam layer should not be

completely removed; rather, it should be kept within adequate levels.

In order to make room for the foam layer, a freeboard of 0.5–1.0 m is used. Each

tank is equipped with at least two foam cutters whose function is to break bigger

bubbles into smaller ones, thus keeping the foam layer at a desired level.

Storage and dewatering. When treated sludge is intended for land application, a

minimum storage capacity of 3 months is the norm. This allows enough storage to be

available during the time (typically winter) in which sludge cannot be applied to the

land. Storage tanks do not require aeration. However, they have a mixing system

that operates for about an hour every day. Problems with reactivation of pathogens

and odours are not common when the sludge has been properly pasteurised and

stabilised.

At some facilities, sludge is dewatered prior to storage. The typical range of TS

after dewatering is 6–9%. The hot effluent sludge does not dewater easily immedi-

ately after treatment due to thermal convection. Thus, it is more common to wait

for the sludge to cool down to ambient temperature before the dewatering process
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Figure 2.6: Panel A. Micrographs of ATAD sludge at different degrees of amplifica-
tion. Panel B. SEM micrographs of ATAD sludge displaying its filamentous nature.
Panel C. Epifluorescence images illustrating pattern of fibre degradation. Adapted
from Piterina et al. (2011).

takes place. Some researchers have indicated that ATAD sludge is very difficult and

expensive to dewater due to the disperse growth of floc-forming ATAD microorgan-

isms (LaPara and Alleman, 1999; Scisson, 2003). Figure 2.6 displays photographs of

ATAD sludge at different levels of magnification, as well as SEM micrographs and

epifluorescence images taken by Piterina et al. (2011).

Heat integration. If the raw sludge has an insufficient VS content, the use of heat

exchangers could be necessary in order to maintain thermophilic temperatures. In

this case, effluent sludge would be used to pre-heat the influent sludge.

Alternatively, the heat from the effluent sludge could also be used to heat the

buildings thus reducing the overall running cost of the plant. Very few plants have

been reported to make use of heat integration.
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Table 2.7: Advantages and disadvantages of ATAD. Adapted from Layden et al.
(2007a).

Advantages Disadvantages
Higher degradation rates and lower sludge
yields than anaerobic digestion result in
smaller reactor volumes and lower capital cost

High operating cost due to high OUR and aer-
ation level

Shorter reaction time and HRT than other di-
gestion processes

Insufficient reaction time

Odours are kept inside of enclosed reactors and
diverted to gas treatment site

Odours require control and treatment system

High levels of pasteurisation and stabilisation
can be attained, producing Class A Biosolids

End product often extraordinarily difficult to
settle and dewater

Process is self-regulating in relation to temper-
ature

Foam control is necessary

Very robust and resistant to shock loads and
fluctuations of the operating conditions when
compared to anaerobic digestion

Inflexible design and invariable air supply

Easy to operate, start up, and shut down

2.5.4 Advantages and disadvantages of ATAD

Table 2.7 summarises the most important advantages and disadvantages of ATAD.

Perhaps, its most recognised advantage is the lower capital cost in relation to other

digestion processes; this is due to the higher degradation rates resulting in smaller

reactor volumes. Sludge yields, reaction times, and HRTs are also lower than in other

digestion processes. Another important advantage is the high level of stabilisation

and pasteurisation of treated sludge that satisfies the requirements under 40 CFR

Part 503 (USEPA, 1993). In doing so, the end product is considered as Class A

Biosolids. In fact, when compared to other sludge treatment processes (see Table

2.4), ATAD performs better in terms of stabilisation and pasteurisation. Start-

up and shut down of ATAD systems are also much easier and their operation less

susceptible to fluctuations of the operating conditions than other digestion processes,

especially anaerobic digestion. Additionally, the process does not tend to generate

odours because the reactors are enclosed and the gas streams are diverted to a gas

treatment facility.

On the other hand, the most important disadvantage is the high energy consump-

tion related to the constant and high aeration levels required to satisfy the enormous

oxygen uptake rates. ATAD is said to be highly energy-intensive compared to other

sludge treatments (Metcalf & Eddy, 2003; Le, 2006). However, such comparison of
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the energy efficiency of different sludge treatment processes seems unsubstantiated,

as no such study or information was found in the literature during the course of this

investigation. This claim may be based on perception rather than actual research.

Another disadvantage is the extraordinary difficulty and cost involved in settling

and dewatering ATAD sludge (often with extremely high polymer doses) (LaPara

and Alleman, 1999; Scisson, 2003; Layden et al., 2007a). This can lead to higher

volumes of biosolids and hence higher transport cost. Odours and excessive foam

have been the cause of operational difficulties in particular instances (Scisson, 2003;

Layden et al., 2007a). Additionally, it has been reported at least once that the

23-hr reaction time of two-stage ATAD systems is insufficient and often leads to

poor stabilisation and odours (Scisson, 2003). These systems also have the serious

drawback of using invariable air supply despite the great changes of bacterial activity

along the reaction (Scisson, 2003).
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Chapter 3

Motivation and Objectives

3.1 Motivation

There are conflicting reports in current literature regarding the energy efficiency and

cost effectiveness of ATAD systems (Layden et al., 2007b). Le (2006) claims that

ATAD is highly energy-intensive, costly, and inefficient relative to other sludge treat-

ment options. Other researchers, however, have stated that ATAD is economically

competitive when compared to anaerobic digestion, and even the most economic op-

tion for small and medium sized populations (Deeny et al., 1991; Kelly, 1999; Riley

and Forster, 2002). This contradictory information may have been the main factor

leading to the relatively limited use of this kind of technology. Yet, what we know

for sure is that ATAD is a highly energy-intensive process (Metcalf & Eddy, 2003).

Despite this fact and over 40 years of technological development, neither air-driven

nor oxygen-driven ATAD systems have been optimised (Warakomski et al., 2007).

Regarding the standard design described in the previous section, there is a number

of issues that clearly indicate that the operating conditions of such systems have

been left unexploited:

• Aeration flowrate. These systems make use of invariable air supply regardless

of the great variations of bacterial activity along the reaction as shown by the

OURs (Scisson, 2003). This design can result in insufficient oxygen delivery

leading to poor stabilization and odours (Scisson, 2003; Layden et al., 2007a).
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Another problem can arise with invariable aeration: is the aeration level de-

signed to satisfy the high OUR period, so will it be oversized for the rest of

the reaction (Juteau, 2006); this in turn would result in excessive latent heat

loss thus lowering reactors’ temperatures (Layden et al., 2007a). More im-

portantly, continuous and invariable aeration likely leads to excessive energy

consumption (Layden et al., 2007b). On the other hand, a variable aeration

level would allow for an optimisation of the HRT (Kelly and Mavinic, 2003).

LaPara and Alleman (1999) concluded that further work is needed to deter-

mine the best way to accommodate the enormous OURs of ATAD systems. In

other words, more work is necessary to identify the optimal aeration strategy.

• Reaction time. Shorter reaction times would lead to the avoidance of oxygen-

limited conditions, reduction of the thermal shock, and greater plant capacities

(Csikor et al., 2002). Reaction times influence the ultimate product quality

in terms of stabilisation and pasteurisation (Ponti et al., 1995a). Nonetheless

and due to operating convenience, batch times are set by default to a 24-hour

interval. As a result, both stabilisation and pasteurisation levels at the end

of the reaction generally exceed legal requirements. These excessively long

reaction times result in increased energy requirements. On the other hand,

Scisson (2003) claimed that the 23-hr reaction time of two-stage ATAD systems

is insufficient and can lead to poor stabilisation and odours. Obviously, there

is no consensus on what the optimal reaction time is.

• Sludge flowrate. The sludge flowrate has been found to influence sludge stabil-

isation, with higher frequencies leading to higher sludge oxidation rates due to

smaller fluctuations of process conditions (Ponti et al., 1995a). Therefore, con-

tinuous operation could display the high degradation potential of ATAD (Ponti

et al., 1995b). Further advantages of continuous operation are the avoidance

of oxygen-limited conditions, thermal shock reduction, and increased plant

capacity (Csikor et al., 2002). But most importantly, the sludge flowrate influ-

ences the energy requirement of ATAD (Ponti et al., 1995b). In spite of these

advantages and because of operating convenience, ATAD systems generally
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make use of one single volume change per day, thus not allowing a complete

exploitation of the thermophiles’ efficiency (Ponti et al., 1995a).

• Influent temperature. Conventional ATAD systems make use of poor tempera-

ture regulation sometimes requiring heating and cooling loops (Scisson, 2003).

Furthermore, daily loading of the reactors with cold raw sludge results in a

thermal shock that significantly decreases reactors’ temperatures. The use of

heat integration could lead to smaller thermal shocks and lower operating cost,

and it could even be necessary if sludge concentrations are not sufficiently

high to sustain thermophilic temperatures (USEPA, 1990). Pre-heating the

cold influent sludge with the effluent sludge by means of sludge-to-sludge heat

exchangers would reduce the thermal shock, and potentially result in shorter

HRTs (Layden et al., 2007b); in turn, shorter reaction times would lead to

lower energy requirements. A similar effect might be achieved by recovering

heat from exhaust gas streams. In spite of this, very few plants have been

reported to make use of heat integration (USEPA, 1990; Layden et al., 2007b).

In the light of these considerations, several researchers agree on the need to

identify the optimal operating conditions of ATAD systems (LaPara and Alleman,

1999; Layden et al., 2007a). However, as yet there is no single study in the available

literature devoted to the optimisation of the ATAD reaction.

3.2 Objectives

Given the lack of optimisation and the rudimentary understanding of ATAD systems,

the objectives of this investigation are:

• To minimise the energy requirement of air-driven ATAD systems by altering

the operating conditions while complying with effluent quality standards.

• To gain insight into the operating, structural, and scheduling factors influenc-

ing both energy requirement and plant capacity of ATAD systems through

simulation studies.
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• To develop a dynamic model of the ATAD reaction to aid in the aforementioned

simulation and optimisation tasks.

• To gain insight into the reaction process and its inner workings.

• To pave the way for the structural optimisation of ATAD systems.
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Modeling of ATAD

4.1 Introduction

For a general introduction to dynamical systems, the reader is referred to Strogatz

(2001). The branch of dynamical systems deals with the laws of movement or change

in terms of the forces that produce such changes. The word “dynamics” comes

from the Greek root “dynamis” meaning “power” or “force”. Thus, in terms of the

general language, dynamical systems could be thought of as processes compelled

by a force of necessity which drives the system into different states. In the case

of wastewater treatment, this force is a metabolic one resulting from simultaneous

catabolic and anabolic activities that are necessary to keep the organism alive. This

activity involves, on the one hand, the breakdown of complex molecules into simpler

ones while producing energy (catabolism), and, on the other hand, the synthesis of

complex cell material from simple molecules (anabolism).

The most widely used model for simulation of activated sludge processes is the

Activated Sludge Model No. 1, also known as ASM1, IAWQ model, IAWPRC model,

etc. This model was developed in the 1980s by Henze et al. (1987). A more recent

account of the whole family of Activated Sludge Models can be found in Henze et al.

(2000).

Since its first publication, the ASM1 model has been extensively used as a basis

for subsequent developments. It incorporates carbon oxidation, nitrification, and
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denitrification. However, before going into the model, it is important to under-

stand the conventional way of presentation of these dynamical models in the field

of wastewater treatment. This form of presentation facilitates the understanding of

the interplay of kinetic forces underlying these dynamical systems.

Generally, this method of presentation includes the reaction components and

the processes involved in the conversion of such components. A component is any

of the fundamental constituent parts of the overall system that are relevant to the

reaction, while a process is understood as any action involving changes in the system

components. The method then quantifies both kinetics and stoichiometry of the

different processes. In this context, kinetics refers to the dependence of process rates

on the individual components’ concentrations, while stoichiometry quantifies the

existing relationship of proportionality between components along these processes.

In order to convey all this information with clarity and brevity, the matrix format

suggested by Petersen (1965) is conventionally used. The use and meaning of this

format can be illustrated through a simple example.

By considering the growth of heterotrophic microorganisms under aerobic condi-

tions, we can see that two fundamental processes take place: biomass concentration

increases as a result of cell growth, and it decreases due to decay. Even though

other actions take place, such as oxygen and substrate consumption, these are not

deemed to be fundamental processes as they depend ultimately on cell growth and

decay. Thus, the simplest model for this particular reaction has to incorporate the

concentrations of three components: biomass, dissolved oxygen, and substrate. The

matrix format presenting the relevant kinetic and stoichiometric information for this

particular reaction can be seen in Table 4.1.

The three system components, biomass XB, substrate SS, and dissolved oxygen

SO, are located in the upper row, while the two processes, bacterial growth and

decay, are listed in the leftmost column. Following IAWPRC notation, insoluble

components are denoted with X and soluble components with S (Grau et al., 1982).

The subscripts denote the component, that is, B stands for biomass, S for substrate,

and O for oxygen. Each component is assigned an index i which in this simple

example takes the values 1 to 3. Kinetic expressions or process rates, denoted by
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Table 4.1: Petersen matrix of reaction concerning heterotrophic bacterial growth
under aerobic conditions. Adapted from Henze et al. (2000).

Component i → 1 2 3 Process rate, ρj
Process j ↓ XB SS SO (ML−3T−1)

1 Growth 1 − 1
Y − 1−Y

Y µ SS

KS+SS
XB

2 Decay -1 -1 bXB

Observed conversion rates
(ML−3T−1)

ri =
∑

j rij =
∑

j νijρj

Stoichiometric parameters:
True growth yield, Y

B
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ss

(M
L
−
3
)
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L
−
3
)
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en

(M
L
−
3
)

Kinetic parameters: max-
imum specific growth rate
µ, half-velocity constant
KS , specific decay rate b

ρj, are found in the rightmost column. The process rate ρ1 states that bacterial

growth depends on biomass concentration in a first order manner, while it depends

on substrate in a mixed order manner. Similarly, the process rate ρ2 states that

bacterial decay depends on biomass concentration in a first order manner. Kinetic

parameters are found in the lower right corner of the matrix.

The expressions inside the matrix are the stoichiometric coefficients νij which set

the quantitative relationships or proportionalities between the components along

the different processes. Blank spaces are understood as having stoichiometric coef-

ficients with value zero. In this example, a certain amount of substrate (− 1
Y

) and

oxygen (−1−Y
Y

) is used to produce a proportional amount of biomass (+1). The

stoichiometric coefficients are often defined in such a way that they are expressed in

oxygen-equivalent units, that is, as chemical oxygen demand (COD). Additionally,

the convention is to express the production of COD as positive and consumption

as negative. Oxygen is considered as a negative oxygen demand. Stoichiometric

coefficients can be found in the lower left corner of the matrix.

One of the advantages of the Petersen matrix is that it allows to quickly determine

the fate of the different components. This can be done by going downwards in any

column corresponding to a component. The reaction rate ri for component i can

then be obtained following the sum of products of stoichiometric coefficients and
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their corresponding process rates, as shown by Equation 4.1.

ri =
∑
j

νijρj (4.1)

If no transport (advective) terms are considered, this equation gives the mass

balance for component i. In our example, the reaction rates for biomass, substrate,

and oxygen are given by Equations 4.2, 4.3, and 4.4, respectively.

rXB
=

µSS
KS + SS

XB − bXB (4.2)

rSS
= − 1

Y

µSS
KS + SS

XB (4.3)

rSO
= −1− Y

Y

µSS
KS + SS

XB − bXB (4.4)

Note that in this notation ri = ẋi = dxi
dt

, where xi is component i. That is,

rXB
= ẊB = dXB

dt
, and so on.

Even though advective terms have not been accounted for in this example, they

are a very important aspect of the physical system as a whole. They represent

the system boundary (or “input”) and generally determine the time-dependent be-

haviour of the system in question.

An additional advantage of the Petersen matrix is the possibility to test the

continuity of mass within the system. This can be done by moving from the left

to the right in any row corresponding to a process. In doing so, the sum of the

stoichiometric coefficients in each row must equal zero. In the case of the decay

process, any amount of COD in the form of lysed cell material will result in a

proportional amount of oxygen being used (remember that the coefficient of oxygen

has to be multiplied by −1). In the case of the growth process, the amount of

biomass COD resulting from growth equals the amount of substrate COD removed

from solution plus the proportional amount of oxygen needed for cell synthesis.
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4.1.1 Activated Sludge Model No. 1

The Activated Sludge Model No. 1 or ASM1 includes a total of 13 variables:

seven carbonaceous compounds, four nitrogenous compounds, oxygen, and alkalinity

(Henze et al., 1987, 2000).

Organic matter is often subdivided into different categories based on biodegrad-

ability and solubility. The non-biodegradable fraction of organic matter is biolog-

ically inert, that is, it goes through the reaction without undergoing any change.

Inert organic matter can be further subdivided into two subcategories based on

its solubility: a soluble and a particulate fraction. Inert soluble organic matter is

denoted with SI and inert suspended organic matter with XI .

The biodegradable fraction of organic matter is also further subdivided into two

types: readily biodegradable and slowly biodegradable matter. Readily biodegrad-

able matter SS is considered to be soluble, while slowly biodegradable matter XS

is considered to be particulate (however, this is not always the case). Readily

biodegradable matter is made of simple molecules that are small enough to pass

the cell walls. This type of molecules is used by the cell to produce new tissue

and to generate energy needed for cell maintenance. On the other hand, slowly

biodegradable matter is made of complex molecules that are too large to pass the

cell walls and thus need to be broken down first into slowly biodegradable matter.

The cells bring about this conversion by releasing enzymes into the extracellular

space. This conversion, known as hydrolysis, apparently does not require the use of

energy.

As the specific hydrolysis rate of slowly biodegradable matter tends to be lower

than the half-velocity constant of readily biodegradable matter, hydrolysis is gener-

ally the limiting factor for biomass growth (as long asXS is the only form of substrate

present). The hydrolysis rate is higher under aerobic conditions than under anoxic

conditions, and it becomes almost zero under anaerobic conditions.

Yet another form of organic matter is in the form of heterotrophic biomass XB

which grows at the expense of readily biodegradable matter. Its growth takes place

under both aerobic and anoxic conditions and it gradually ceases as the environment

41



CHAPTER 4: MODELING OF ATAD

becomes anaerobic. Biomass concentration decreases as a result of decay which may

be due to endogenous metabolism, death, predation, or lysis. Through the process

of decay, biomass is transformed into slowly biodegradable matter and another type

of inert particulate matter XP that cannot be degraded by the heterotrophs.

Another kind of matter included in the ASM1 model are the nitrogenous com-

pounds. These, too, can be divided into two categories: biodegradable and non-

biodegradable. Non-biodegradable nitrogenous matter is again subdivided into sol-

uble and particulate. However, as the soluble fraction is very low compared to

the particulate fraction, it is not included in the model. On the other hand, the

biodegradable nitrogenous fraction incorporates ammonia SNH , soluble organic ni-

trogen SND, and particulate organic nitrogen XND. The latter undergoes hydrolysis

thus being converted into soluble organic nitrogen. Soluble organic nitrogen is, in

turn, transformed into ammonia nitrogen by heterotrophic bacteria. Ammonia ni-

trogen is then used by heterotrophic bacteria for cell synthesis and by autotrophic

nitrifying bacteria as source of energy for cell synthesis and maintenance. Under

aerobic conditions, autotrophic bacteria transform ammonia nitrogen into nitrate

nitrogen SNO; the latter can be used under anoxic conditions by heterotrophic bac-

teria as electron acceptor eventually producing nitrogen gas. Through the decay

of both autotrophs and heterotrophs, particulate organic nitrogen is released into

solution which can be hydrolysed, starting the cycle again.

Table 4.2 shows the Petersen matrix of the ASM1 model. The inert components

Xi and Si in columns 1 and 3 do not take part in any conversion as can be seen from

their zero value stoichiometric coefficients. Yet they are important for wastewater

characterisation as well as for the overall performance of the activated sludge process.

In column 2, it can be seen that the concentration of readily biodegradable matter

SS decreases through both aerobic and anoxic growth of heterotroph bacteria, and

increases through hydrolysis of slowly biodegradable organic matter. Conversely,

the concentration of slowly biodegradable organic matter XS decreases through hy-

drolysis and increases via decay of heterotrophic and autotrophic bacteria.

Columns 5 and 6 stand for the two forms of biomass considered in this model:

heterotrophic biomass XB,H and autotrophic biomass XB,A. The concentration of
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heterotrophic biomass increases through aerobic and anoxic growth and decreases

via decay. Similarly, the concentration of autotrophic biomass increases through

aerobic growth and decreases with autotrophic decay.

Column 7 corresponds to the particulate products XP that result from biomass

decay. Its concentration increases with the decay of both heterotrophic and au-

totrophic bacteria. As this form of matter is not subject to significant bacterial

attack, its concentration can only increase and it is thus accumulated in the course

of the reaction.

The column 8 represents the concentration of dissolved oxygen (DO) SO in the

sludge. As can be seen from the matrix, it decreases through aerobic growth of het-

erotrophic and autotrophic bacteria. The advective (transport) terms which result

in an increase of DO concentration are not included in the matrix, but they have to

be included in the overall mass balance of the system.

Nitrate nitrogen SNO is the other electron acceptor considered in the ASM1

model. Column 9 shows that its concentration increases due to aerobic growth of

autotrophic biomass and decreases with anoxic growth of heterotrophic bacteria.

Ammonia nitrogen SNH can be found in column 10. It is assumed to be the com-

bination of ionised ammonium and un-ionised ammonia. The latter, however, has

generally a very low concentration. Thus, it is satisfactory to consider exclusively the

ammonium fraction. Its concentration increases with the ammonification of soluble

organic nitrogen and decreases with the growth of heterotrophs and autotrophs.

Soluble organic nitrogen SND is represented in column 11. It increases with hy-

drolysis of entrapped organic nitrogen, whereas it decreases with the ammonification

of soluble organic nitrogen. Its particulate counterpart XND in column 12 is formed

via decay and removed through hydrolysis.

The first 12 components of the model are deemed to be essential to accurately

simulate carbon oxidation, nitrification, and denitrification in an activated sludge

system. Thus, they represent the lowest admissible quantity of variables needed to

model these three interconnected processes.

The VS concentration in COD units can be calculated as the summation of the

particulate components XS, XB,H , XB,A, XP , and XI . It can be transformed to VS
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units by using an appropriate conversion factor that will be denoted here by fCOD.

Its value will be assumed to be 1.42 g of O2 per g of VS destroyed (USEPA, 1990).

The last variable of the model is the total alkalinity SALK shown in column 13.

Although not essential, its incorporation into the model allows the prediction of

changes in pH that could have adverse effects upon the process.

As for the processes which act upon the aforementioned components, four are

included in the ASM1 model: biomass growth (aerobic and anoxic; heterotrophic

and autotrophic), biomass decay (heterotrophic and autotrophic), ammonification

of soluble organic nitrogen, and hydrolysis of entrapped organics. These processes

can be found in the leftmost column of the matrix and their respective process rates

in the rightmost column.

As pointed out before, biomass is assumed to grow at the expense of readily

biodegradable matter. On the other hand, slowly biodegradable matter is taken

from suspension and captured in the biofloc. This process is assumed to take place

instantaneously. Being trapped in the biofloc, slowly biodegradable matter is trans-

formed into readily biodegradable matter through a set of extracellular reactions

carried out by enzymes. This set of reactions, or hydrolysis, results basically in a

delay of oxygen uptake. The decay process, in turn, is assumed to transform lysed

cell material into inert particulate matter as well as slowly biodegradable matter

which can be subsequently hydrolysed, thus re-entering the cycle.

As it can be seen from the process rate expressions, the kinetics of some processes

can be limited by low nutrient concentrations. For example, aerobic growth of het-

erotrophic bacteria in row 1 is limited by the concentration of readily biodegradable

matter and DO. This amounts to saying that the growth of aerobic heterotrophic

bacteria is inhibited under substrate limitation and/or anaerobic conditions. Or, in

other words, aerobic heterotrophic growth will approach zero as the concentration

of any of these two nutrients approaches zero. Thus, in some particular cases the

reaction might be limited by the concentration of substrate and in other cases by

that of DO. Such rate-limiting effect (as it is indeed observed during experiments)

is the purpose of the inclusion of the so-called “switching functions” in the model.

As consistent COD units have been used for the systems components and mass
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Table 4.3: Typical values of stoichiometric and kinetic parameters of ASM1 model
at 10 ◦C and 20 ◦C. Adapted from Henze et al. (2000).

Value at Value at
Parameter Unit 10 ◦C 20 ◦C
Stoichiometric
YA g cell COD formed (g N oxidised)−1 0.24 0.24
YH g cell COD formed (g COD oxidised)−1 0.67 0.67
fP dimensionless 0.08 0.08
iXB g N(g COD)−1 in biomass 0.086 0.086
iXE g N(g COD)−1 in endogenous mass 0.06 0.06

Kinetic
µH day−1 3.0 6.0
KS g COD m−3 20.0 20.0
KO,H g O2 m−3 0.20 0.20
KNO g NO3-N m−3 0.50 0.50
bH day−1 0.20 0.62
ηg dimensionless 0.8 0.8
ηh dimensionless 0.4 0.4
kh g of XS in COD (g cell COD · day)−1 1.0 3.0
KX g of XS in COD (g cell COD)−1 0.01 0.03
µA day−1 0.3 0.8
KNH g NH3-N m−3 1.0 1.0
KO,A g O2 m−3 0.4 0.4
ka m3· COD(g·day)−1 0.04 0.08

continuity is required, the quantity of oxygen consumed equals the amount of new

synthesized biomass minus the soluble substrate used for growth. A similar read-

ing and interpretation can be made for the remaining processes and process rate

expressions (see Henze et al. (2000)).

The values of most of the stoichiometric and kinetic parameters do not fluctuate

greatly for different wastewaters. Table 4.3 displays the typical values of these

parameters.

Finally, it is worth considering the most important assumptions under which the

model holds and remains a good approximation:

• Complete sludge mixing. From this assumption follows the homogeneity of the

sludge, and it amounts to saying that any two sub-volumes of sludge within

the system will have the same qualities in terms of their components at any

given time.

• Constant temperature. The model as presented in Table 4.2 and 4.3 assumes

constant temperatures. If temperature changes were to be allowed, this would
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have to be reflected in the form of kinetic and stoichiometric parameters with

an explicit temperature dependence.

• Constant and neutral pH.

• No changes in the nature of organic matter within a given component.

• No changes in the nature of the biomass. The nature of heterotrophic bacteria

remains the same and does not experience changes in its diversity with time.

This assumption is implied in the fact of having constant kinetic parameters.

4.1.2 ATAD models in the literature

Over the last three decades, considerable progress has been made in the field of

wastewater modeling and simulation. These efforts have resulted in the family of

the so-called Activated Sludge Models (Henze et al., 2000). Nowadays, this family

of models sets the standard for wastewater modeling and simulation.

Nonetheless, much less effort has been devoted to the modeling of thermophilic

processes, such as ATAD, composting, etc. Generally speaking, these processes have

received considerably less attention.

In the particular case of ATAD, the first dynamic model was perhaps that de-

veloped by Kambhu and Andrews (1969). This three dimensional model includes

the concentration of biodegradable organic matter, the concentration of dissolved

oxygen, and temperature. The authors used the model to make practical recom-

mendations; however, the model was not assessed or validated against empirical

data.

Given that temperature is one of the critical aspects of the ATAD reaction,

several subsequent developments focused on the analysis of the energy balance and

its implications (Jewell and Kabrick, 1980; Vismara, 1985; Messenger et al., 1990;

LaPara and Alleman, 1999).

However, it was not until relatively recently that dynamic ATAD models were

developed based on the standard Activated Sludge Models (Kovacs et al., 2007a;

Gomez et al., 2007). These models are extensions of the ASM1 at thermophilic
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temperatures.

Gomez et al. (2007) developed a model consisting of a liquid phase and a gas

phase which include a total of 22 state variables. Twenty of these variables are

mass components. The remaining two variables are the total enthalpy of the liquid

phase and that of the the gas phase. Some mass components are defined in both

phases to ensure that mass continuity is satisfied. Both phases have their own

mass and energy balances. An important drawback of this model is the fact that

it uses parameter values from the ASM1 model which are not likely to be valid at

thermophilic temperatures.

Kovacs et al. (2007a) developed a simpler model consisting of a single liquid phase

which contains a total of nine mass balance components. An important drawback

of this model is that it lacks an energy balance. Its lower dimensionality shows

that this model only incorporates the essential processes and components. These

researchers obtained the values of thermophilic kinetic and stoichiometric parameters

and their temperature dependence by fitting experimental data to the model at

different temperatures.

4.2 Proposed ATAD model ATM1

As stated in Chapter 3, the main objective of this thesis is to optimise the energy ef-

ficiency of ATAD systems. For this purpose, a dynamic model of the ATAD reaction

is necessary. To this end, however, the aforementioned two models are inadequate

in their original form.

The model developed by Gomez et al. (2007) is too complex for our objectives.

Such complexity renders the model computationally inefficient. Moreover, most of

the variables in this model do not have any effect on the two treatment goals, i.e.

stabilisation and pasteurisation. Thus, it seems that such level of complexity is not

warranted for the sake of continuity (at least for our particular objective). On the

other hand, this model includes a detailed energy balance which most of the other

models lack.

The model developed by Kovacs et al. (2007a) lacks an energy balance thus not
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allowing the prediction of temperature changes. As temperature has a critical effect

on both pasteurisation and stabilisation, this model cannot be used in its original

form either. Yet, this model contains the main processes from the ASM1 model af-

fecting stabilisation and pasteurisation, without superfluous variables or processes.

It additionally contains the specific values of the kinetic and stoichiometric param-

eters at thermophilic temperatures.

So, both models have advantages and disadvantages. Thus, it is proposed here

to combine the strengths of the two: the mass balances and model parameters from

Kovacs et al. (2007a) with the energy balance from Gomez et al. (2007).

In analogy to IWA nomenclature, the resulting ATAD model will be called hence-

forth ATAD Model No. 1 or ATM1.

4.2.1 Mass balance

The conceptual mass balance of the model proposed by Kovacs et al. (2007a), as

inherited from the ASM1 model, is that of a cycle of life and death. This cycle, first

proposed by Dold et al. (1980), is more commonly known as the death-regeneration

concept. One important modification with regard to the ASM1 model is the sub-

division of biomass into mesophilic and thermophilic biomass. The other impor-

tant modification is the inclusion of an activation process of inactive thermophilic

biomass.

The conceptual structure of the mass balance is shown in Figure 4.1. It can

be seen that the overall structure consists of two life cycles: the mesophilic and

the thermophilic cycle. The solid black line corresponds to the mesophilic life cycle.

This cycle corresponds to that found in the ASM1 model. It involves three processes:

growth of mesophilic biomass at the expense of oxygen and readily biodegradable

organic matter; biomass decay resulting in the release of inert particulate products

and slowly biodegradable organic matter; and hydrolysis of slowly biodegradable

organic matter into readily biodegradable organic matter that can be used for fur-

ther growth, thus re-entering the cycle. The red dashed line corresponds to the

thermophilic life cycle. It can be seen that this cycle involves basically the same

processes as the mesophilic cycle with one difference: the activation of thermophilic
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Figure 4.1: Death-regeneration concept (conceptual mass balance) for ATAD reac-
tion consisting of mesophilic (black solid line) and thermophilic (red dashed line)
life cycles. Adapted from Kovacs et al. (2007a).

inactive biomass. This activation process, first proposed by Crabb et al. (1975),

involves the adaptation of facultative thermophilic bacteria which after a certain

period of time become part of the active thermophilic biomass.

Note that the processes of nitrification and denitrification present in the ASM1

model have not been included in this model. This is due to the inhibition of nitrifying

bacteria as a result of the high operating temperatures. Hence, the model only

considers carbon oxidation.

The reaction rates for the nine mass components can be obtained from the Pe-

tersen’s matrix shown in Table 4.4.

The values of the mesophilic stoichiometric and kinetic parameters are the same

as those from the ASM1 model (except for the specific growth, decay, and hydrolysis

rates whose temperature dependence is given below). On the other hand, Kovacs

et al. (2007a) describe the temperature dependence of the thermophilic kinetic pa-

rameters through modified Arrhenius and Topiwala-Sinclair expressions (Topiwala

and Sinclair, 1971). The modification consists of the introduction of a relative, in-

stead of an absolute, scale with a minimum temperature where bacterial activity

ceases. This minimum temperature is taken to be 0 ◦C for mesophilic and 30 ◦C for
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Table 4.5: Parameter values of Arrhenius and Topiwala-Sinclair expressions used in
ATM1 model. Adapted from Kovacs et al. (2007a).

T0 (◦C) A (d−1) Ea/R (◦C) B (d−1) Eb/R (◦C)
µH 0 73.7 42.9 201.5 135.6
µH,T 30 155.4 6.1 132.8 7.7
bH 0 1075 159.9 -a -
bH,T 30 44.9 107.9 - -
kh 0 42.0 45.6 12.09 363.8
kh,T 30 592 201.5 - -
µSP,0 30 1.6 24 1.7 27.3
µSP,max 30 157 9 4197 136.8

aWhere B and Eb/R have not been specified, the Arrhenius expression has been used instead
of that of Topiwala-Sinclair.

Table 4.6: Remaining stoichiometric and kinetic parameters of thermophilic biomass
in ATM1 model. Adapted from Kovacs et al. (2007a).

Parameter Description Value

Stoichiometric
YH,T (-) Thermophilic yield 0.8
fP,T (-) Inert fraction of thermophilic biomass 0.2

Kinetic
KS,T (mgCOD/l) Half-saturation constant of SS e0.13·T−2.5

KO,T (g/l) Half-saturation constant of SO 0.17
KX,T (-) Half-saturation constant of hydrolysis 6.4
δ (-) Accelerating rate of activation 0.5

thermophilic parameters. The modified Arrhenius and Topiwala-Sinclair expressions

are given by Equations 4.5 and 4.6, respectively:

µ = A · e−
Ea

R(T−T0) , (4.5)

µ = A · e−
Ea

R(T−T0) −B · e−
Eb

R(T−T0) , (4.6)

where µ is the maximum specific rate (d−1) at temperature T (◦C), A and B the

Arrhenius constants (d−1), Ea and Eb the activation energies (J·mol−1), R the ideal

gas constant (J·mol−1·K−1), and T and T0 the actual and minimum temperatures

(◦C). The corresponding parameter values for the specific growth, decay, hydrolysis,

and activation rates are displayed in Table 4.5. The remaining thermophilic kinetic

and stoichiometric parameters are listed in Table 4.6.
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As for the activation rate µSP , it is a function of the time spent under ther-

mophilic conditions and it can be determined as per Equations 4.7 and 4.8:

dµSP
dτ

= δ · µSP (µSP,max − µSP ), (4.7)

µSP (τ = 0) = µSP,0, (4.8)

where µSP,0 and µSP,max represent the minimum and maximum activation rates

(day−1, see Table 4.5), δ the rapidity of change of the activation rate (dimensionless,

see Table 4.6), and τ the dynamic residence time (days). The dynamic residence

time is an average of the time that inactive thermophiles spend in the system. It can

be calculated according to the concept of dynamic solids retention time proposed by

Takacs and Patry (2002).

Equation 4.7 is not explicitly dependent on time or any of the model components

and it can thus be solved independently, yielding Equation 4.9.

µSP =
µSP,max

1 + (
µSP,max

µSP,0
− 1) · e−δ·µSP,max·τ

(4.9)

From this equation we see the qualitative time-dependent character of the ac-

tivation rate: activation is slowest immediately after the feed; it then accelerates

as time under thermophilic conditions increases, until a maximum value is reached.

Kovacs et al. (2007b) suggested that this behavior is due to the enzymatic nature of

the activation process: at the beginning of the activation phase, the amount of ther-

motolerant enzymes synthesized by facultative thermophiles is relatively low. Con-

sequently, activation is slow. As time under thermophilic conditions increases, the

amount of thermotolerant enzymes also increases and activation accelerates. Once

all the enzymes taking part in the activation process have become thermostable, the

activation rate reaches a maximum and it cannot further increase.

As it was the case with the ASM1 model, mass continuity can also be checked by

adding the stoichiometric coefficients in Table 4.4 while remembering that oxygen

is considered to be negative COD.
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The rate of change ri of component i is then determined by the sum of the

reaction and transport terms as shown by

ri =
∑
j

νijρj + In(xi)−Out(xi), (4.10)

where νij is the stoichiometric coefficient of component i along process j (g COD/g

COD), ρj the rate of process j (g/l·day), and In(xi) and Out(xi) the influent and

effluent mass flowrates of component i at time t (g/l·day), respectively.

4.2.2 Energy balance

As mentioned before, the energy balance proposed in our ATM1 model is a modifi-

cation of the energy balance presented by Gomez et al. (2007). The latter includes

a liquid-solid phase and a gas phase in interaction by means of energy and mass

transfer, and each with its corresponding components and energy sinks and sources

as shown in Figure 4.2a. The liquid-solid phase has four heat sources: mechanical

mixing, flow of influent sludge, biological metabolism, and condensation of water

vapor. Conversely, it has three heat sinks: evaporation, flow of effluent sludge, and

conduction through the reactor walls. On the other hand, the gas phase has two

heat sources, flow of influent gas and evaporation, and two heat sinks, flow of efflu-

ent gas and condensation. Gomez et al. (2007) argue that the gas phase has to be

considered because the partial pressure of some gases can have an effect on the pH

of the sludge.

This argument, however, has two flaws. First, the pH in ATAD systems, contrary

to other sludge treatment processes, does not vary significantly due to the inhibition

of the nitrification process (pH∼7–8, see Table 2.5). Second, there is no evidence

that such small changes in the pH of the sludge have any effect on either sludge

pasteurisation or stabilisation, the two processes that have to be modeled. For

these reasons, the gas phase was excluded from the ATM1 model presented here.

Another important reason for the elimination of the gas phase as proposed by Gomez

et al. (2007) is that it includes four gaseous components which are irrelevant to

the stabilisation and pasteurisation processes to be modeled. Thus, by eliminating
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Figure 4.2: Conceptual energy balance of an ATAD reactor as proposed (a) by
Gomez et al. (2007), and (b) in our ATM1 model.

the gas phase, these superfluous variables are also eliminated from the model. This

simplification results, in turn, in higher computational efficiency when implementing

the model.

The conceptual energy balance proposed in our ATM1 model is illustrated in

Figure 4.2b. As mentioned before, the main modification from the concept proposed

by Gomez et al. (2007) is that it only includes a liquid-solid phase. There are four

heat sources: mechanical mixing, biological metabolism, flow of influent sludge, and

flow of influent gas. Conversely, there are three heat sinks: conduction through

reactor walls, flow of effluent sludge, and flow of effluent gas.

The sludge stream is operated in a semi-batch mode (for just about 1 hour per

day) and entails a net loss of sensible heat, while the gas stream is continuous and

entails a net loss of both sensible and latent heat. Thus, the gas stream generally

represents the greatest heat sink in the system, being around 30% larger than the

amount of heat lost through the sludge stream (Warakomski et al., 2007). In this

context, it should be noted here that another important drawback of the energy

balance proposed by Gomez et al. (2007) is that it does not account for latent heat

loss through the gas stream. In our proposed energy balance we have included both

sensible and latent heat in the gas stream.

The consideration of the gas stream in the energy balance is, hence, critical. At
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first, one may be lead to think that a separate gas phase is necessary in order to

account for the gas stream. Nevertheless, this is not really the case. In order to

justify the previous statement, let us consider the following two observations made

in a full-scale ATAD plant:

1. The gas phase is always saturated with water vapor. In other words, the

relative humidity RH of the gas phase is always 100%, i.e. RH = 1 ∀t.

2. The temperature of the gas phase Tg is always equal to the temperature of the

liquid phase Tl, i.e. Tg = Tl ∀t.

Based on these observations, it is reasonable to assume the following:

i At any given time t, a net latent heat loss through the gas stream will result in

an instantaneous enthalpy loss in the liquid phase. This follows from observation

(1) that the gas phase is permanently saturated with water vapor, despite the

fact that the gas stream is constantly replacing saturated gas with non-saturated

ambient air; or in other words, because the thermal equilibrium between the gas

phase and the liquid phase is established instantaneously. That is, we can assume

that the saturation of the influent air takes place instantaneously, thus having

an immediate effect upon the liquid phase in form of enthalpy loss. Hence, we

can write dHl/dt ∝ Qin
lat − Qout

lat , where Hl is the total enthalpy of the liquid

phase, and Qin
lat and Qout

lat the latent heat of the influent and effluent gas stream,

respectively.

ii Similarly, at any given time t, a net sensible heat loss through the gas stream

will result in an instantaneous enthalpy loss in the liquid phase. This follows

from observation (2) that the temperature of the liquid phase always equals that

of the gas phase, despite the fact that air at temperature Tl is constantly being

replaced with colder air at ambient temperature. That is, we can assume that

the warming up of the influent air takes place instantaneously, again having an

immediate effect upon the liquid phase in the form of enthalpy loss. Therefore,

we can write dHl/dt ∝ Qin
s − Qout

s , where Qin
s and Qout

s are the sensible heat of

the influent and effluent gas stream, respectively.
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In addition, we also assume that mass transfer between phases is negligible.

Having said this, there is no need to define a gas phase in order to account for the

heat flux due to the gas stream.

On the basis of the previous assumptions, we can now write the energy balance

of the liquid phase as

dH

dt
= In(H)−Out(H) + Pbio + Pmix + Pwall +Qin

s −Qout
s +Qin

lat −Qout
lat , (4.11)

where H is the total enthalpy of the liquid phase (MJ). Note that the index l will

not be used any longer as it should be understood that enthalpy and temperature

refer to the liquid phase, unless otherwise specified. In(H) and Out(H) represent

the sensible heat gain and loss through the sludge stream (kW), respectively, Pbio

the biological heat generation (kW), Pmix the heat input through mixing (kW),

and Pwall the heat lost due to conduction through the reactor walls (kW). Qin
s and

Qout
s are the sensible heat gain and loss through the gas stream (kW), respectively.

Finally, Qin
lat and Qout

lat represent the latent heat gain and loss through the gas stream

(kW), respectively.

With exception of Qin
lat and Qout

lat , the expressions of all the other terms in the

energy balance have been taken from Gomez et al. (2007).

The sensible heat gain and loss through the sludge stream In(H) and Out(H)

can be determined according to

In(H) = ṁin · CP · Tamb, (4.12)

Out(H) = ṁout · CP · T, (4.13)

where ṁin and ṁout are the gravimetric influent and effluent sludge flowrates (kg/day),

respectively, CP the specific heat capacity of water (kJ/kg·◦C), and Tamb and T the

temperatures of the influent sludge (ambient temperature) and the liquid phase (◦C),

respectively.
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The rate of biological heat generation Pbio by thermophilic microorganisms is

directly proportional to the rate of thermophilic growth ρ2:

Pbio = Yheat
1− YH,T
YH,T

ρ2V, (4.14)

where Yheat is the thermophilic heat yield (MJ/kg O2 consumed), and V the total

volume of the liquid phase (m3).

The heat input through mixing Pmix is directly proportional to the power of the

aeration and mixing equipment Peq (kW) and the coefficient of heat utilisation η

(dimensionless) as shown in Equation 4.15.

Pmix = Peq · η (4.15)

The energy lost in form of conduction through the reactor walls Pwall is propor-

tional to the surface area of the liquid and gas phase Al and Ag (m2), respectively,

and to the difference between ambient and sludge temperature:

Pwall = Kwall · (T − Tamb) · (Al + Ag), (4.16)

where Kwall is the heat transfer coefficient of the reactor walls (kW/(m2·◦C)). It is

being assumed that the heat transfer coefficients of the gaseous and liquid phases

are equal.

The sensible heat gain and loss through the gas stream Qin
s and Qout

s depend on

the mass flowrate of influent and effluent air ṁg
in and ṁg

out (kg/day), respectively,

as well as the temperature of the sludge and ambient air:

Qin
s = ṁg

in · C
g
P · Tamb, (4.17)

Qout
s = ṁg

out · C
g
P · T, (4.18)

where Cg
P is the specific heat capacity of air (kW/(m2·◦C)).

Finally, the latent heat gain and loss through the gas stream Qin
lat and Qout

lat can

be computed following Equation 4.19 and 4.20, respectively:
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Qin
lat = ṁg

in · win · Lin, (4.19)

Qout
lat = ṁg

out · wout · Lout, (4.20)

where win and wout stand for the specific humidity of the influent and effluent gas

(kg of water vapor/kg of dry air), and Lin and Lout for the latent heat of evaporation

of the influent and effluent gas (kJ/kg), respectively.

The specific humidity wi can then be determined as

wi =
18.015

2896
· pi
patm − pi

, (4.21)

pi = RHi · psati = RHi · 108.07−( 1730.63
233.42

−Ti), (4.22)

where pi represents the actual water vapor pressure (mmHg), patm the atmospheric

pressure (mmHg), and psati the saturation vapor pressure (mmHg) based on the

Antoine equation shown in Equation 4.22.

The latent heat of evaporation Li is calculated according to

Li = 2501− 2.361 · Ti. (4.23)

Table 4.7 contains a list of the parameters pertaining to the energy balance of

the ATM1 model.

4.3 Proposed ATAD model ATM2

4.3.1 Motivation

The first simulation trials with the ATM1 model showed that this model often

requires a significant amount of time for the integration of its ordinary differen-

tial equations (ODEs). The optimisation task involves thousands (if not more) of

evaluations of the objective function and thus an equal or even higher number of
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Table 4.7: Parameters involved in the energy balance of the ATM1 model.
Parametera Description Value
CP (J/(g·◦C)) Specific heat capacity of water 4.1813
Cg
P (J/(g·◦C)) Specific heat capacity of air 1.012

Tamb (◦C) Ambient temperature 10
Yheat (MJ/kg O2) Specific heat yield of thermophiles 13.9
ṁg
in (kg/day) Mass flowrate of influent air 9460

ṁg
out (kg/day) Mass flowrate of effluent air 8170

Peq (kW) Power input of equipment 0.1
η (-) Coefficient of heat utilization 0.7
Kwall (kW/(m2·◦C)) Heat transfer coefficient of reactor walls 0.0115
patm (mmHg) Atmospheric pressure 760
RHin Relative humidity of influent air 0.7
RHout Relative humidity of effluent air 1

aThe values of ṁg
in and ṁg

out are specified for an aeration flowrate of 4 vvh. The parameters
ṁg

in, ṁg
out, Peq, η, and Kwall are in fact case-specific; the values displayed here correspond to those

of the standard design in USEPA (1990).

integrations of the ODEs for the different values of the control variables.

In this context, it is clear that a simplified, computationally efficient model of

the ATAD reaction is critical and could become even indispensable at some later

stage of this research.

As with many biological systems, there is considerable uncertainty in inferring

both the functional description of processes and the accuracy of parameterizations

when applying laboratory-derived models to the real system. The current models in

the wastewater literature are motivated by microbiological and engineering interest

and have been devised to incorporate as much as possible of the apparent under-

standing of underlying processes. As a result, they tend to include a relatively large

number of components, processes, and parameters.

This stands in contrast to the paucity of data accessible from ATAD plants in

operation: aeration rate and sludge temperature are easily monitored, but data on

sludge composition at inlet and outlet and during the course of the batch reaction is

typically limited to the total dry weight of solids and the chemical oxygen demand

of the volatile solids (by controlled chemical oxidation of the sludge). Volatile solids

include the biomass of bacteria in the sludge together with organic growth substrates

and metabolically inert organic compounds, so no distinction is made between these
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components in the measured data.

The ASM1 and ATM1 models have a relatively large number of components and

processes, and consequently many parameters. The motivation for including these

in the model is predominantly microbiological, and seems to arise from the urge

to include all possible components about which there is some knowledge. However,

many of the parameter values are poorly known: they are dependent on the chemical

and microbiological make-up of the particular sludge, and therefore typically used

as fitting parameters. With such a highly parameterized model, sets of parameter

values can be found to fit most data but it is unclear if the model remains reliable

in such situations. Applying a parameterized model under different (but physically

reasonable) operating conditions may give spurious modeling artifacts. And this

may also cause numerical difficulties in attempting any optimisation.

With this in mind, we set out to create a new, simpler ATAD model that would

only incorporate the most fundamental processes and components involved in the

reaction; a minimal model which should be capable of describing the essential mech-

anisms of the ATAD process, but ignore issues which (though microbiologically

‘known’) are not material to the process within the likely range of operating condi-

tions. It is hoped that such a model might describe the process sufficiently accurately

while providing a more suitable basis for optimisation. The result of this tentative

proposal is the model that we will call here ATAD Model No. 2 or ATM2.

4.3.2 Mass and energy balances

Our first assumption is the elimination of mesophilic microorganisms from the model

since the mixed sludge is hot enough to render their metabolic activity negligible.

The component XB,T stands for the concentration of thermophilic microorganisms

in the sludge. Any mesophiles in the influent sludge can effectively be considered as

already lysed into additional contributions to substrate and inert compounds.

Secondly, we assume that there is no distinction between the two pools of sub-

strate SS and XS, and consider a single substrate pool X. This is motivated by

the urge to simplify to a minimal model, rather than through an assumption that

one or other pool may be neglected because it is never rate-limiting under normal
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Figure 4.3: Conceptual mass balance of ATM2 model.

operating conditions. The effect of this simplification is obviously greatest after sub-

strate is depleted and becomes limiting: in the ATM2 model, substrate availability

for metabolism is directly dependent on biomass decay, while in the ATM1 model

it is buffered by the slow substrate reservoir. The size of this effect remains to be

demonstrated as well as its importance in relation to achieving treatment objectives.

Thirdly, no particulate products XP are assumed to form as a result of microbial

decay.

The conceptual mass balance of the ATM2 model is therefore greatly simplified,

as shown in Figure 4.3. Three components are considered: thermophilic biomass

XB,T , substrate X, and dissolved oxygen SO. The processes are also three: ther-

mophilic respiration, thermophilic growth, and thermophilic decay. In short, mi-

croorganisms grow by drawing oxygen and substrate from solution, and die con-

sequently releasing substrate into solution. During their digestion, thermophiles

release metabolic energy and rise reactor’s temperatures.

During a batch, the reaction is governed by the ordinary differential equations

4.24 to 4.27:

dXB,T

dt
= G− b(T )XB,T , (4.24)

dX

dt
= −αG+ b(T ) · (1− f)XB,T , (4.25)

dSO
dt

= A · (S̄O − SO)− βG, (4.26)

dT

dt
= λG− h(T ), (4.27)
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where XB,T is the biomass concentration (g/l), X substrate concentration (g/l), SO

oxygen concentration (mg/l), T temperature (◦C). The symbol A (1/day) depends

on the aeration flowrate qa (vvh), and its dependency was assumed to be linear

as A = kaqa, where ka (vv−1) is a case-specific parameter whose value has to be

estimated for each particular reactor (Olsson and Newell, 1999). Biomass is assumed

here to have a growth rate G given by the dual Michaelis-Menten kinetic expression

G = µ(T )
SO

KO + SO

X

KX +X
XB,T . (4.28)

The biomass is also subject to linear decay with rate constant b which may be

temperature-dependent. Growth of biomass is proportional to the substrate and

oxygen consumption with the consumption efficiency 1/α and 1/β, respectively.

Substrate X is also produced as a result of decay of biomass, of which a fraction

(1 − f) is recycled as substrate. The VS concentration can be determined as the

summation of the particulate components XB,T and X.

Dissolved oxygen is replenished through aeration that is subject to the saturation

concentration S̄O. The sludge temperature increases at a rate proportional to the

biomass growth rate and decreases through heat loss from the reactor. h(T ) accounts

for heat loss through the reactor walls and via the exhaust gas stream from aeration,

as well as heat gained through mechanical mixing. As in the ATM1, the heat loss is

dominated by losses through latent heat of evaporation in the exhaust gas stream.

The term h(T ) can be determined as

h(T ) = −Pmix + Pwall +Qin
s −Qout

s +Qin
lat −Qout

lat

V · CP
, (4.29)

where all the terms on the right hand side of the equation have been previously

described for the ATM1 model (see Equation 4.15 to 4.20).

The values of the parameters of the ATM2 model are summarised in Table 4.8.

While most of these parameters relate to thermophilic metabolism alone, some, such

as λ and h, are in fact case-specific and only a nominal value has been given here.
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Table 4.8: Values of parameters in the ATM2 model.
Parameter Description Value
Kx (g/l) Half-saturation constant of substrate 0.1
Ks (mg/l) Half-saturation constant of oxygen 0.17
µ (1/d) Growth rate 10
b (1/d) Decay rate 5
f (-) Fraction of not recycled biomass 0.2
α (-) Substrate transformation 1.5
β (-) Oxygen transformation 0.5
λ (◦C·l/g) Heat production 6.5
S̄O (mg/l) Oxygen saturation constant 10

This model describes the batch reaction period from just after a batch intake is

mixed into the reactor until batch outflow. The required initial conditions are those

of the sludge immediately following mixing of the inflow with the sludge remaining

in the reactor from the previous batch, since the reactor volume is only partially

replaced at each batch. The pre-existing sludge conditions depend on the history of

previous batches in the reactor. With repeated batches of the same type, we expect

the batch cycle to settle to a state in which successive batches are identical and the

pre-mixing reactor sludge conditions are effectively independent of the initial condi-

tions of the first batch reactor sludge. Provided that influent sludge characteristics

and the initial condition of the system are known, the model can be run to simulate

successive batches until these settle to a periodic batch cycle.

The linking of successive batches and initial mixing of inflow sludge for each

batch can be described by adding advective terms into the ODE system:

XB,T

dt
= G− bXB,T +Qδ · (Xfeed

B,T −XB,T ), (4.30)

dX

dt
= −αG+ b · (1− f)XB,T +Qδ · (Xfeed −X), (4.31)

dSO
dt

= A · (S̄O − SO)− βG+Qδ · (SfeedO − SO), (4.32)

dT

dt
= λG− h+Qδ · (T feed − T ), (4.33)

where we define Qδ as

64



4.4. QUANTIFICATION OF TREATMENT OBJECTIVES

Qδ =
Vin
V
δ(t− tin), (4.34)

and δ(t− tin) is a Dirac delta function. The volume Vin is the total volume replaced

after each batch (m3), and tin the loading time (days).

As implied by the Dirac delta function, in this model we consider reactor loading

to take place instantaneously. By assuming instantaneous reactor loading, there is

no need to include the reactor volume V as a state variable. This simplification

has the advantage of making the model significantly more efficient in computational

terms. On the other hand, it has the limitation that in this form the model does

not allow the investigation of the effect of longer loading times upon the process.

4.4 Quantification of treatment objectives

As mentioned in Chapter 2 section 2.5.2, the two objectives of the ATAD treatment

are the stabilisation and pasteurisation of the sludge.

4.4.1 Stabilisation

Stabilisation is defined as the reduction of the VS concentration of the sludge. The

purpose of such reduction is to limit the potential of the sludge for vector attraction

to a level regarded as being safe for both human health and the environment.

In none of the publications dealing with modeling of ATAD systems it is stated

explicitly how the VS concentration was calculated. Hence, it would not be sur-

prising if some authors did so through the summation of all carbonaceous com-

ponents. Nevertheless, in the standard technical report Activated Sludge Models

ASM1, ASM2, ASM2D and ASM3, Henze et al. (2000) stated explicitly that the VS

concentration is the summation of the particulate carbonaceous components only.

We define the VS reduction rV S (dimensionless) at time t as

rV S(t) = 1− XV S(t)

X in
V S

, (4.35)
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where XV S(t) is the VS concentration of the sludge in the system at time t (g/l),

and X in
V S the VS concentration of the influent sludge (g/l).

It was indicated above that the VS concentration has to be reduced, at least, to

a certain legally required level by the end of the reaction. This condition can be

written as follows:

rminV S − rV S(tf ) ≤ 0, (4.36)

where tf is the final time of the reaction (days), and rminV S the minimum level of VS

reduction required by law (dimensionless). Some countries differ in their regulatory

standards. Consequently, the minimum VS reduction rminV S also differs among some

of these countries. In the United States, USEPA (1993) under 40 CFR 503.33(b)(1)

establishes that this value is 38%. Most European countries have adapted to this

code of practice (European Commission, 2000).

We define the minimum time required to satisfy the condition

0.38− rV S ≤ 0, (4.37)

as the stabilisation time tS (days).

4.4.2 Pasteurisation

In this context, pasteurisation is defined as the reduction of the concentration of

certain pathogens below detectable levels via heat treatment. This ensures that the

sludge will not pose a threat to human health or the environment once it is disposed

of in landfill or used as soil conditioner.

ATAD sludge has to be subjected to a certain temperature over a certain period of

time in order to be considered as pasteurised. Under 40 CFR 503.32(a)(3), USEPA

(1993) establishes that this time-temperature relationship or thermal death time

obeys the equation

D =
5007000

100.14·T , T ≥ 50 ◦C, D ≥ 0.021 days (30 minutes), (4.38)
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T

tt4t3t2t1

T1

T2

T3

Figure 4.4: Varying temperature profile: How to quantify pasteurisation?

where D represents the contact time (days), and T the temperature (◦C). Again,

most European countries have adopted these guidelines (European Commission,

2000).

This relationship (Equation 4.38), however, is not sufficient to quantify pasteuri-

sation in ATAD systems under normal operating conditions. The difficulty lies in the

fact that this relationship applies to the case of a constant temperature T . However,

as we have already seen, temperature profiles in ATAD systems generally display

significant variations. The question is then, how to quantify pasteurisation under

conditions of varying temperatures?

This question can be approached by considering a temperature profile constituted

of a finite number of time intervals with constant temperature, as in Figure 4.4. In

the first interval of temperature T1, the corresponding contact time will be D1.

Analogously, the second and third intervals with temperatures T2 and T3 will have

the contact times D2 and D3, respectively. Thus, the question of the quantification

of pasteurisation can now be reformulated in a more specific manner: How is it

possible to compare the degrees of pasteurisation achieved during time intervals of

different length at different temperatures and therefore with different contact times?

The question can be answered by comparing the ratios of total time of exposure
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in each interval to its corresponding contact time. For example, in the first interval,

the degree of pasteurisation would be given by t2−t1
D1

. In the same way, the degree

of pasteurisation achieved during the second and third intervals would be given by

the ratios t3−t2
D2

and t4−t3
D3

. For the i-th interval, the degree of pasteurisation would

be determined as ti+1−ti
Di

. The ratio itself represents the percentage of pasteurisation

achieved during the interval in question. If, for instance, the value of this ratio was

1 for the i-th interval, that would mean that the time of exposure ti+1− ti equals the

contact time Di required to complete pasteurisation. As percentages can be readily

compared, it is possible to sum the ratios pertaining to all intervals. The summation

of all ratios is defined here as pasteurisation lethality L (dimensionless):

L =
N∑
i=1

ti+1 − ti
Di

=
N∑
i=1

∆ti
Di

, (4.39)

where N is the total number of time intervals. If we allow the length of the intervals

to approach zero, i.e. ∆ti → 0, then the limit of L is

lim
∆ti→0

L =
N∑
i=1

∆ti
Di

→
∫ tf

t0

dt

D(t)
, (4.40)

where t0 and tf are the initial and final time (days), respectively. In this manner, it

is possible to use the lethality L as general measure for the degree of pasteurisation

irrespective of changes in the operating temperatures. So in the continuous domain

the lethality can be expressed as

L(t0, tf ) =

∫ tf

t0

dt

D(t)
. (4.41)

No study dealing with modeling of ATAD systems (and perhaps in wastewater

engineering more generally) had thus far quantified pasteurisation under conditions

of varying temperatures. This is therefore a unique feature of our model. It should

be noted though that in other fields, such as food process engineering, this way of

quantifying pasteurisation has already been proposed and applied, and it is known

as the General Method (Toledo, 1994).

The sludge can be considered pasteurised at time t if the following condition is
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satisfied:

1− L(t0, t) ≤ 0. (4.42)

We define the minimum time required to satisfy this condition as the pasteuri-

sation time tP .

The overall reaction time tr (days) can then be determined as the greatest of the

stabilisation and the pasteurisation times following

tr = max{tS, tP}, (4.43)

and it represents the minimum time needed to satisfy both stabilisation and pas-

teurisation legal requirements.

4.5 Quantification of energy requirement and plant

capacity

In this context, the energy requirement represents the amount of energy required to

treat a certain amount of sludge or solids. If the energy requirement is measured in

relation to the volume of influent sludge undergoing treatment, it is then a volumetric

energy requirement (kWh per m3 of sludge treated). But if it is measured in relation

to the amount of influent VS undergoing treatment, it is said to be a gravimetric

energy requirement (kWh per kg of VS treated).

In some studies, the volumetric energy requirement has been preferred (for ex-

ample, Ponti et al. (1995a,b)). There is, nonetheless, a clear drawback when using

the volumetric measure: it refers to the quantity of sludge being treated but not

to the concentration of VS in the influent. However, it is the solids in the sludge

that are the actual target of the treatment and not the sludge in itself (i.e., mainly

water). The problem that arises with the volumetric measure can be brought out

more clearly by considering the following hypothetical situation: a given quantity

of sludge Vin requires an amount of energy E for treatment, and the batch time is
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kept constant at 1 day (like in conventional ATAD systems); if the influent VS con-

centration is varied within a certain range over a number of successive batches, the

volumetric energy requirement would not be able to record any changes, as it can do

so only through variations in the volume of influent sludge. This problem does not

arise if we use the gravimetric energy requirement, as it considers, by definition, the

concentration of VS in the influent sludge. We thus consider the gravimetric mag-

nitude to be a more adequate measure for energy consumption than its volumetric

counterpart.

For this reason, we chose to use the gravimetric energy requirement as the main

measure of energy consumption in this study. Therefore, it should be understood

that, from now onwards, whenever the term “energy requirement” is employed on its

own, it refers to the gravimetric energy requirement. In spite of this, the volumetric

energy requirement will be also investigated in some contexts.

We define the gravimetric and volumetric energy requirements Em (kWh/kg)

and EV (kWh/m3) according to the equations

Em =
1

min

∫ tf

t0

P (t) · dt, (4.44)

EV =
1

Vin

∫ tf

t0

P (t) · dt, (4.45)

where min is the mass of total VS in the influent sludge (kg), Vin the volume of

influent sludge (m3), P the power of the aeration equipment (kW), and tf the final

time of the reaction (h). If the aeration level is constant (as in conventional ATAD

reactors), then the power P is also constant and Equation 4.44 and 4.45 obviously

yield

Em =
P · tf
min

, (4.46)

EV =
P · tf
Vin

. (4.47)

For a given set of operating conditions, the minimum energy requirement is
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achieved when the final time tf equals the reaction time tr (see Equation 4.43). It

should be emphasised that the ability to determine the minimum energy requirement

of the process is a unique feature of our model. This is due to its ability to quantify

stabilisation and pasteurisation and thereby to determine the minimum reaction time

tr needed to satisfy legal requirements. The reaction time and thus the minimum

energy requirement and the maximum plant capacity are implicit functions of the

operating conditions. This implicit dependence lies in the fact that the reaction time

is determined by either the pasteurisation or the stabilisation time (see Equation

4.43) which are, in turn, implicit functions of the operating conditions.

Gravimetric and volumetric plant capacities cm (kg/day) and cV (m3/day) are

defined as

cm =
min

tf
, (4.48)

cV =
Vin
tf
. (4.49)
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Chapter 5

Simulation Studies

This chapter covers a set of numerical analyses, comprising a study of start-up

and steady state simulations, an asymptotic analysis, a sensitivity analysis, and a

model assessment and parameter estimation. Before proceeding to these analyses,

we will consider the two full-scale ATAD plants that will serve as case studies for

the aforementioned analyses as well as later on for the optimisation problem.

5.1 Case studies

5.1.1 Case study 1 (CS1): single-stage system

This single-stage reactor system is located in Tudela (Navarra, Spain). The facility,

with a population equivalent of 43,000, was built in 2001 and is the property of the

state-owned company Navarra de Infraestructuras Locales, S.A. (NILSA). Treated

sludge is generally used as soil conditioner for agricultural purposes.

The type of sludge treated in this ATAD facility is a mix of sludge from the

primary and secondary stages of wastewater treatment. Prior to treatment, the

sludge is thickened via sedimentation in settling tanks or clarifiers. The typical

values of TS and VS concentrations after pre-thickening range 45–60 g/l and 30–35

g/l, respectively.

The 350-m3 reactor was built with reinforced concrete and is fully enclosed. To

prevent excessive heat loss through the walls, it is covered with an insulating layer
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(a) (b)

Figure 5.1: Photograph of (a) single-stage ATAD system CS1, and (b) Venturi jet
aerator. Adapted from Gomez et al. (2007) and Gomez (2007).

which in turn is protected with a cover made of stainless steel. The overall heat

transfer coefficient of the wall is 25 kJ/◦C·m2·day. The reactor has a cylindrical

geometry with an inner height of 6.5 m and an inner diameter of 9.25 m. A distance

of at least 1.5 m has to be left as freeboard in order to handle the formation of foam.

The photograph in Figure 5.1a shows the outer appearance of the reactor.

The reactor is operated in a discontinuous, semi-batch mode. The overall batch

cycle has a duration of 24 h: the first step has a duration of 15–30 min and it consists

of the displacement of a certain volume of treated sludge from the reactor into the

storage tank; during the second step, which has the same duration, the reactor is

filled with same volume of raw sludge from the feed tank; the third and last step

lasts for 23 to 23.5 h and it involves the aeration and agitation of the sludge for the

reaction to take place. This sequence then repeats in the same order.

The HRT typically ranges 7 to 12 days. With a typical working volume of 300

m3, it follows that the sludge flowrate is in the range 25–45 m3/day.

The operating temperatures of the reactor oscillate within the interval 50–70 ◦C.

The aeration system consists of two Venturi jet pumps that mix sludge and air

and forcefully rush the mix horizontally at the bottom of the reactor, thus creating a

highly turbulent environment. The Venturi effect of these devices has the advantage

that it increases the oxygen transfer efficiency (Gomez, 2007). This is a result of
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FOAM SENSOR

BLOWER

Figure 5.2: Longitudinal cross section of CS1 reactor system with Venturi aeration
system. Adapted from Gomez et al. (2007) and Gomez (2007).

subjecting the mix of sludge and air to increased pressure in the converging inlet

nozzle. A photograph of the aeration device is shown in Figure 5.1b. Each of these

aeration devices is equipped with a 15-kW pump. One jet pumps a mix of outside

air with sludge, while the other pumps a mix of air from the gas phase of the reactor

with foam as illustrated by Figure 5.2.

This configuration is said to have a number of advantages such as increasing

oxygen transfer efficiency through recirculation of air from the gas phase of the

reactor, minimising energy losses (both in terms of latent and sensible heat) through

the exhaust gas stream, and controlling the formation and thickness of the foam

layer.

The engines of the Venturi aerators are fully submerged in the sludge. Thus, all

dissipated heat contributes to increasing the temperature of the sludge.

The aeration system produces air flowrates that range between 0.8 and 1.4 vvh.

Within this interval, the relationship between power P (kW) and aeration flowrate

qa (vvh) is given by the equation P = 6 · qa + 28. We assume that the same

relationship between P and qa holds when extrapolating from the aeration flowrate

interval [0.8,1.4].

The installed specific power in the reactor is thus 100–120 W/m3. For an influent

VS concentration of 35 g/l, a replaced volume of 30 m3, and an aeration flowrate of
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Table 5.1: Structural and operating parameters of CS1. Adapted from Gomez et al.
(2007) and Gomez (2007).

Parameter Description
Population equivalent 43,000
Operation mode Single 300-m3 reactor operated in semi-batch mode

following reverse-order loading pattern
Reactor type Geometry: cylindrical; height: 6.5 m; diameter:

9.25 m; heat transfer coefficient of reactor walls: 25
kJ/◦C·m2·day

Sludge type Primary and secondary sludge pre-thickened in set-
tling tanks; all sludge from municipal origin

Feed TS range 45–60 g/l
Feed VS range 30–35 g/l
HRT 7–12 days
Sludge flowrate 30–40 m3/day
Minimum reaction time 20 hr operating in batch mode
Temperature 50–70 ◦C
Aeration flowrate 0.8–1.4 vvh
Specific power 100–120 W/m3 of sludge
Energy requirement 0.72 kWh/kg of VS treated

0.8 vvh, the corresponding energy requirement is 0.72 kWh/kg.

A summary of the main structural and operating parameters of CS1 is listed in

Table 5.1.

5.1.2 Case study 2 (CS2): two-stage system

This two-stage ATAD system is located in Killarney (Co. Kerry, Ireland) and is

the property of the local authority, the Kerry County Council. It has a population

equivalent of 14,000. However, Killarney is a renowned tourist resort and during

the summer months the population can rise up to 50,000. For this reason, the

ATAD plant (which treats most of the sludge from the region) is equipped with two

independent trains of two reactors in series. Usually, only one train is required to

cope with the typical winter load. It is only during one or two summer months that

the second train is brought into operation in order to cope with the increased load.

The ATAD facility was designed and built according to the standard design

developed by the German company Fuchs GmbH and described above in section

2.5.3. This plant has, however, a unique, distinctive characteristic that will be

discussed later. A photograph of the two trains of reactors can be seen in Figure

5.3a. Treated sludge is generally collected by local farmers and spread on agricultural
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(a) (b)

Figure 5.3: Photographs of (a) CS2 system with two independent trains of two
reactors in series, and (b) storage tanks and collection of treated sludge by local
farmer.

land to fertilize the soil (see Figure 5.3b).

The source of sludge are the primary and secondary stages of wastewater treat-

ment. Prior to the ATAD treatment, primary and secondary sludge are settled in

a clarifier. After settling, the TS concentration is generally about 20 g/l and the

VS concentration about 15 g/l. For some, as yet, unknown reason the sludge does

not settle any further. According to the manufacturer these concentrations are not

sufficiently high to allow the reactor to reach and maintain thermophilic tempera-

tures. Thus, the operator further thickens the sludge by mixing it with a polymer

in a belt press. This addition of polymer is the distinctive characteristic mentioned

above. It has a very important impact on the energy requirement of the treatment

as will be shown later. After this operation, the sludge consistently reaches a TS

concentration of 60 g/l and a VS concentration of 40 g/l.

Each reactor is completely enclosed with a total volume of 110 m3 and a working

volume of 100 m3. Their geometry is also cylindrical with a total inner height of 3 m,

a working height of 2.73 m, and an inner diameter of 6.83 m. About 0.3 m distance

is left as freeboard to control the thickness of the foam layer with the aid of foam

cutters that are installed on the upper part of the reactor. The reactors are built

with carbon steel and furnished with an inner coal-tar-based layer. Additionally, to

prevent excessive heat losses, the reactors have an insulating coating cover which is

protected and decorated with a metallic skin of corrugated steel. The resulting heat

transfer coefficient of the reactor wall is 35 kJ/◦C·m2·day.
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(a) (b)

Figure 5.4: Artistic images of (a) CS2 ATAD reactor with detail of spiral aerator,
central mixer, and foam cutter, and (b) detail of Fuchs spiral ejector creating fine
bubble aeration with high turbulence and strong directional current. Adapted from
ISMA (2011) and FUCHS (2011).

The system is operated in the semi-batch mode described in section 2.5.3 (see

page 23).

The HRT is in the range 6–10 days. With a total volume of 200 m3, the sludge

flowrate ranges between 20 and 35 m3/day. The high sludge flowrates correspond to

the high-season summer months while typical values of 20–25 m3/day apply to the

rest of the year.

The aeration system of each reactor consists of two side-mounted, near-surface

spiral ejectors (see Figure 5.4a). The ejectors are located in opposite sides of the

reactor. They provide fine bubble aeration, high turbulence, and strong directional

current as illustrated in Figure 5.4b. In contrast to the aeration devices of CS1, the

ejectors of CS2 propel only air. The aeration flowrate in the first-stage reactor has

a value of 4 vvh with a power of 11 kW while in the second-stage reactor it is 3

vvh and 9 kW. Thus, when extrapolating, we assume that the equation P1 = 11
4
q1
a

holds for the first-stage and P2 = 9
3
q2
a for the second-stage, where P1 and P2 are the

power (kW) and q1
a and q2

a the aeration flowrate (vvh) of the first- and second-stage

reactors, respectively.
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Figure 5.5: Energy breakdown of ATAD facility CS2. Most of the energy (between
60 and 75% of the total, depending on the season) is consumed in the reactors.

Considering only the aeration devices, the specific power of the system is 100

W/m3. For a typical winter day with a sludge flowrate of 25 m3/day, a reaction

time of 23 h, a VS concentration of 15 g/l, and a total power of 20 kW, the energy

requirement of CS2 is 1.22 kWh/kg of VS treated. Note that here the value of the VS

concentration has been taken as 15 and not 40 g/l. That is, it is the concentration

before thickening the sludge with polymer that counts. This is due to the fact

that the actual contribution of the sludge in terms of solids is the VS concentration

before the addition of polymer. If the 40 g/l of solids were entirely contributed

by the sludge, then the energy requirement would be 0.46 kWh/kg. This profound

impact on the energy requirement is the reason why the addition of polymer is such

a bad solution.

Figure 5.5 shows the energy breakdown of CS2. The first units relate to the pre-

thickening of the sludge, followed by the feed tank, the first-stage and second-stage

reactors, and the gas treatment (removal of ammonia is achieved in the ammonia

scrubber and removal of hydrogen sulfide in the bio filter or biofan). It is evident

from the breakdown that most of the energy used daily to operate the plant is spent

on the reactors (between 60 and 75%, depending on the season). Some of this energy

is consumed by the foam cutters and the central mixer, but most of it (∼60%) is

used by the spiral aerators. This reinforces the idea that focusing on aeration when

trying to minimise the energy requirement of ATAD systems is the best strategy.
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Table 5.2: Structural and operating parameters of CS2.
Parameter Description
Population equivalent 14,000–50,000
Operation mode Two trains of two 100-m3 reactors in series operated

in semi-batch mode following a reverse-order loading
pattern

Reactor type Geometry: cylindrical; height: 3 m; diameter: 6.83
m; heat transfer coefficient of reactor walls: 35
kJ/◦C·m2·day

Sludge type Primary and secondary sludge pre-thickened in set-
tling tanks and by means of addition of polymer; all
sludge from municipal origin

Feed TS range 20 g/l before and 60 g/l after addition of polymer
Feed VS range 15 g/l before and 40 g/l after addition of polymer
HRT 6–10 days
Sludge flowrate 20–25 m3/day
Minimum reaction time 23 hr per stage
Temperature Reactor 1: 35–50 ◦C; Reactor 2: 50–70 ◦C;
Aeration flowrate Reactor 1: 3 vvh; Reactor 2: 4 vvh
Specific power 100 W/m3 of sludge
Energy requirement 1.22 kWh/kg of VS treated

Another strategy that has considerable potential is the shortening of the reaction

time. In doing so, not only aeration energy would be saved but also energy used

by the foam cutters, mixing, and gas treatment, all of which are nearly continuous

processes.

A summary of the most important design and operating parameters of CS2 is

listed in Table 5.2.

5.2 Start-up and steady state simulations

As a first step toward verifying the behavior and dynamics of the ATM1 model

presented in Chapter 4, a study of simulations of the systems CS1 and CS2 at

different conditions will be carried out. In particular, the first interest is to simulate

the behavior of these systems during start-up and later at steady state. The different

conditions under which these simulations will be examined refer to varying ambient

temperatures and influent VS concentrations. These two parameters have been

selected because they are, according to experience, the ones that exert the strongest

influence on the processes of stabilisation and pasteurisation of the sludge. It should

be noted that ambient temperature determines the temperature of the air used for
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aeration, that of the influent sludge, and the initial temperature of the reactor.

Ambient temperature will be given the values 10 and 20 ◦C; these values cor-

respond approximately to those of the winter and summer conditions, respectively.

The influent VS concentration will take the values 20 and 40 g/l, corresponding

respectively to a rather diluted sludge and a sludge under normal conditions. Gen-

erally, it has been thought that sludge with a VS concentration of less than 25 g/l

would not allow the reactor to reach and consistently operate at thermophilic tem-

peratures (USEPA, 1990). The remaining operating parameters of CS1 and CS2,

such as the aeration flowrate, reaction time, etc, will be given the values specified

in Table 5.1 and 5.2, respectively.

5.2.1 Start-up simulations

We will begin by examining the start-up of CS1. Figure 5.6 displays the non-

dimensional concentrations (i.e., the original concentrations divided by their corre-

sponding initial value), the temperature of the reactor, the DO concentration, the

OUR, the VS reduction, and the pasteurisation lethality for an ambient temperature

of 10 ◦C and an influent VS concentration of 40 g/l for CS1. It should be noted

that the distribution of VS in terms of the system components is the same for the

influent sludge and the initial condition of the system. This underlies the assump-

tion that the content of the reactor at the beginning of the first batch has the same

characteristics as the influent sludge. In other words, before the first batch begins,

the reactor is loaded in its integrity with influent sludge. The initial condition of

the system is

SS = 10 g/l, XP = 6 g/l, XS = 21 g/l, XSP = 3.5 g/l, XBHT = 1.5 g/l.

Under these conditions, the system is limited by the availability of oxygen while

readily biodegradable substrate is relatively plentiful. Both temperature and concen-

trations lie within the expected range of values. The concentrations reach the steady

state (i.e., cyclic or periodic operation) after 40 or 45 batches while the temperature
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Figure 5.6: Start-up simulation of single-stage system CS1 at an ambient tempera-
ture of 10 ◦C and influent VS concentration of 40 g/l: (a) non-dimensional concen-
trations, (b) temperature, (c) dissolved oxygen, (d) OUR, (e) VS reduction, and (f)
pasteurisation lethality.
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does so after just 30 batches. The VS reduction achieved after a transient of 40 to

45 batches is ∼30%. This value is lower than the minimum degree of stabilisation

required to satisfy the standard for Class A Biosolids; nonetheless, some full-scale

two-stage plants operating at values as low as 25% have been reported (USEPA,

1990). Scisson (2003) suggested that the low degree of stabilisation of some systems

is the result of short reaction times or insufficient oxygen delivery, or both. Thus,

he suggested that the next generation of ATAD systems should be operated with

longer reaction times and increased oxygen supply. Indeed, it could be argued that

the level of aeration of CS1 (just 1 vvh in our simulation) is too low to achieve

greater VS reductions while operating the system with a reaction time of 23 hr or

1 day. Lethality, on the other hand, exceeds pasteurisation requirements by almost

50 times. This is due to the high operating temperatures. Both VS reduction and

pasteurisation lethality reach steady state after 40 to 45 batches.

Figure 5.7 shows the same variables for an ambient temperature of 20 ◦C, an

influent VS concentration of 40 g/l, and the same initial condition for CS1. The

process is still oxygen-limited while the availability of substrate is even higher than

in the previous figure. The temperatures are also higher than in the previous case

leading to increased lethality values. The VS reduction is ∼40% slightly exceed-

ing the legal requirement, which is in good agreement with full-scale experience.

An interesting observation is that the two treatment objectives are thus positively

affected by higher ambient temperatures, that is, when comparing Figure 5.6 and

5.7. Another interesting observation is that higher ambient temperatures also lead

to shorter transient conditions, with ∼20 batches for the temperature, ∼30 for the

lethality, and ∼40 for the concentrations and VS concentration.

In Figure 5.8, we see that for an ambient temperature of 10 ◦C and a VS con-

centration of 20 g/l the system does not reach the minimum temperature of 50 ◦C

required for pasteurisation. Thus, neither stabilisation nor pasteurisation achieves

the minimum legal requirement. This is in agreement with the experimental obser-

vation mentioned above, that concentrations below 25 g/l do not generally allow a

consistent operation at thermophilic temperatures (USEPA, 1990). It can also be

seen that under these conditions the process is substrate-limited, with DO reaching
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Figure 5.7: Start-up simulation of single-stage system CS1 at an ambient tempera-
ture of 20 ◦C and influent VS concentration of 40 g/l: (a) non-dimensional concen-
trations, (b) temperature, (c) dissolved oxygen, (d) OUR, (e) VS reduction, and (f)
pasteurisation lethality.
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Figure 5.8: Start-up simulation of single-stage system CS1 at an ambient tempera-
ture of 10 ◦C and influent VS concentration of 20 g/l: (a) non-dimensional concen-
trations, (b) temperature, (c) dissolved oxygen, (d) OUR, (e) VS reduction, and (f)
pasteurisation lethality.
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values as high as 1 mg/l. The transient has a duration of 40 batches.

Figure 5.9 corresponds to a VS concentration of 20 g/l and an ambient temper-

ature of 20 ◦C. It shows that, given a higher ambient temperature, a concentration

of 20 g/l can be sufficient to reach pasteurisation temperatures (i.e., ≥50 ◦C). This

result challenges the notion that concentrations lower than 25 g/l can under no cir-

cumstances sustain the process in the thermophilic temperature range. This implies

that, if the nature of the sludge is such that it does not allow pre-thickening above

25 g/l, then heat integration would be a potential solution that would allow the

system to operate consistently in the thermophilic temperature range. Under these

conditions, the process is substrate-limited (as can be seen in Figure 5.9a) while

the DO reaches a concentration of 0.5 mg/l. The VS reduction is relatively high

(∼30%) and the lethality exceeds the requirements by approximately 40 times. The

transient has in this case a duration of ∼30 batches for the concentrations and VS

reduction and ∼40 batches for the temperature and lethality.

By comparing the last four figures pertaining to CS1, it is possible to make

the following qualitative observation: higher ambient temperatures lead to shorter

durations of the transient conditions and higher degrees of stabilisation and pas-

teurisation, whereas higher influent VS concentrations lead to higher durations of

transient conditions as well as higher degrees of stabilisation and pasteurisation.

The previous simulations also show that single-stage systems are capable of sat-

isfying legal pasteurisation requirements. This result contradicts the notion that

single-stage systems are not able to reduce pathogens to the same extent as two-

stage or multiple-stage systems (USEPA, 1990).

Let us now proceed to examine the start-up simulations of CS2. Figure 5.10

displays the simulation corresponding to an influent VS concentration of 40 g/l and

an ambient temperature of 10 ◦C. The initial condition of the concentrations in the

first- and second-stage reactor respectively is

S1
S = 4 g/l, X1

P = 5 g/l, X1
S = 19 g/l, X1

SP = 7 g/l, X1
BHT = 3 g/l,

S2
S = 0.5 g/l, X2

P = 5 g/l, X2
S = 9 g/l, X2

SP = 2 g/l, X2
BHT = 3 g/l.
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Figure 5.9: Start-up simulation of single-stage system CS1 at an ambient tempera-
ture of 20 ◦C and influent VS concentration of 20 g/l: (a) non-dimensional concen-
trations, (b) temperature, (c) dissolved oxygen, (d) OUR, (e) VS reduction, and (f)
pasteurisation lethality.
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Figure 5.10: Start-up simulation of two-stage system CS2 at an ambient temperature
of 10 ◦C and influent VS concentration of 40 g/l: (a) non-dimensional concentrations
(solid lines: reactor 1; dashed lines: reactor 2), (b) temperatures, (c) dissolved
oxygen, (d) OURs, (e) VS reduction, and (f) pasteurisation lethality.

88



5.2. START-UP AND STEADY STATE SIMULATIONS

The process is substrate-limited in both first-stage and second-stage reactors,

and DO is relatively plentiful with concentrations ranging between 0.5 and 1 mg/l.

Both concentrations and temperatures are in the range of values that would be

expected for this kind of system. Stabilisation takes place predominantly in the

first stage, whereas pasteurisation is attained in the second. The first is due to the

fact that both VS concentration and the aeration flowrate are higher in the first-

stage reactor, and the second due to the higher temperatures in the second-stage

reactor. The overall degree of stabilisation achieved at equilibrium is ∼30% which

is common (though closer to the lower boundary) in this kind of systems (USEPA,

1990). Lethality is ∼30 times higher than demanded by law. The transient has a

duration of ∼30 batches for the VS reduction and about 15 to 20 batches in the case

of temperature.

In Figure 5.11 (VS concentration 40 g/l and ambient temperature 20 ◦C), the

reaction is once more limited by the availability of readily biodegradable substrate

with relatively high concentrations of DO. Interestingly, the higher ambient temper-

ature has led the temperature profiles of the two reactors to be much closer to each

other in terms of values. The first-stage reactor reaches pasteurisation temperatures

and those of the second stage are only slightly higher. This is due to the marked

scarcity of substrate in the second stage which sets an important limitation on the

amount of heat produced. Both treatment objectives have been positively affected

by the higher ambient temperature (when compared to the previous figure) with a

degree of stabilisation of 35% and a lethality of ∼40. The transient of VS reduction

has considerably decreased to 15 to 20 batches.

Under the conditions of Figure 5.12 (VS concentration 20 g/l, ambient temper-

ature 10 ◦C), it is no surprise that the process is substrate-limited, nor that DO is

so high. What is surprising though is that, in spite of the lack of substrate, the

system has sufficient “fuel” to allow the second reactor to reach temperatures in

excess of 50 ◦C and attain some degree of pasteurisation (although quite low). It is

also surprising that the degree of stabilisation is as high as ∼20% with a transient

of 25 to 30 batches.
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Figure 5.11: Start-up simulation of two-stage system CS2 at an ambient temperature
of 20 ◦C and influent VS concentration of 40 g/l: (a) non-dimensional concentrations
(solid lines: reactor 1; dashed lines: reactor 2), (b) temperatures, (c) dissolved
oxygen, (d) OURs, (e) VS reduction, and (f) pasteurisation lethality.

90



5.2. START-UP AND STEADY STATE SIMULATIONS

0 10 20 30 40 50
0

0.5

1

1.5

2

2.5

Time  (days)

C
on

ce
nt

ra
tio

ns

 

 

S
S

X
P

X
S

X
SP

X
BHT

0 10 20 30 40 50
10

20

30

40

50

60

Te
m

pe
ra

tu
re

  (
ºC

)

Time  (days)

 

 

Reactor 1 Reactor 2

(a) (b)

0 10 20 30 40 50
0

0.5

1

1.5

2

2.5

Time  (days)

D
O

  (
m

g/
l)

 

 
Reactor 1 Reactor 2

0 10 20 30 40 50
0

100

200

300

Time  (days)

O
U

R
  (

m
g/

l•h
)

 

 

Reactor 1 Reactor 2

(c) (d)

0 10 20 30 40 50
−60

−40

−20

0

20

Time  (days)

VS
 re

du
ct

io
n 

 (%
)

0 10 20 30 40 50
0

0.5

1

1.5

2

Time  (days)

Le
th

al
ity

  (
−)

(e) (f)

Figure 5.12: Start-up simulation of two-stage system CS2 at an ambient temperature
of 10 ◦C and influent VS concentration of 20 g/l: (a) non-dimensional concentrations
(solid lines: reactor 1; dashed lines: reactor 2), (b) temperatures, (c) dissolved
oxygen, (d) OURs, (e) VS reduction, and (f) pasteurisation lethality.
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Figure 5.13: Start-up simulation of two-stage system CS2 at an ambient temperature
of 20 ◦C and influent VS concentration of 20 g/l: (a) non-dimensional concentrations
(solid lines: reactor 1; dashed lines: reactor 2), (b) temperatures, (c) dissolved
oxygen, (d) OURs, (e) VS reduction, and (f) pasteurisation lethality.
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In Figure 5.13 (VS concentration 20 g/l, ambient temperature 20 ◦C), the re-

action is substrate-limited with high DO levels. The higher ambient temperature

allows the second reactor to attain temperatures close to 60 ◦C leading to lethalities

twice higher than legally required. VS reduction is also positively affected by the

higher ambient temperature with ∼30%. The transient has a duration of 35 batches.

As it was found for CS1, a VS concentration of 20 g/l can thus be sufficient to attain

and sustain thermophilic operation but only as long as ambient temperature is not

too low. As it was pointed out before, this result contradicts the statement that VS

concentrations have to be in excess of 25 g/l to guarantee thermophilic operation

(USEPA, 1990).

A comparison of the last four figures belonging to CS2 leads to a similar observa-

tion as for CS1: higher ambient temperatures and higher influent VS concentrations

result in increased degrees of stabilisation and pasteurisation. As for the duration

of the transient, though, it is not possible to make an unambiguous statement.

5.2.2 Steady state simulations

In this section, we will examine in more detail the behaviour of CS1 under steady

state conditions. By “steady state”, we mean here cyclic or periodic operation, that

is, that the time profile of the state variables of a given batch is identical to that

of its preceding and following batches. The model ATM1 will be used for these

simulations.

First, we will consider the steady state of the system under the four different

conditions studied in the previous section; that is, the conditions of influent VS

concentration and ambient temperature. Figure 5.14 shows the evolution of the sys-

tem under the aforementioned conditions during three consecutive 1-day batches.

To avoid confusion, the individual carbonaceous components, both particulate and

soluble, have been added together resulting in the total VS (TVS) concentration.

It can be easily seen that increasing ambient temperature or influent VS concentra-

tion leads to higher temperature profiles, and higher degrees of pasteurisation and

stabilisation. Thus, this plot makes the qualitative observation mentioned in the

previous section more intuitive and easy to grasp. It serves, in a way, as a simple
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Figure 5.14: Steady state simulation of single-stage system CS1 at different ambi-
ent temperatures and influent VS concentrations: (a) TVS, (b) temperatures, (c)
dissolved oxygen, (d) OUR, (e) VS reduction, and (f) pasteurisation lethality.
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form of sensitivity analysis.

The effect of rising ambient temperature and influent VS concentration on the

temperature profile and the overall stabilisation and pasteurisation processes can be

understood as being due to an increase of bacterial activity. This interpretation or

hypothesis can be backed by the graph of the OUR in Figure 5.14d (as the OUR is

considered as a main measure of metabolic activity). It shows that such increases of

ambient temperature and VS concentration can bring about significant changes in

the level of oxygen uptake by the microorganisms. By comparing the integrals of the

OUR at different conditions, it is possible to say that increases in both influent VS

concentration and ambient temperature tend in turn to increase bacterial activity.

However, increases in ambient temperature only cause significant increases in the

OUR at low influent VS concentrations; as VS concentration increases, the effect of

higher ambient temperatures on the OUR diminishes and even becomes negative. It

is also possible to say that the influent VS concentration had a stronger influence on

bacterial activity than did ambient temperature. This reinforces the notion of the

influent VS concentration as a critical parameter to be taken into account for both

design and operation of ATAD systems.

In section 4.2.1, we discussed the qualitative behaviour and transformations of

the mass components of the system which are illustrated in the death-regeneration

life cycle illustrated by Figure 4.1. Now we are in a better position to examine this

behaviour in a quantitative way by looking at a representative example of system

dynamics. Figure 5.15 displays the evolution of the most important system compo-

nents for the particular case of CS1 with an influent VS concentration of 40 g/l and

an ambient temperature of 10 ◦C. The relatively high concentration of substrate SS

and the low level of DO indicates that the reaction is oxygen-limited under these

conditions. The two kinds of substrate SS and XS decrease for most of the time. Let

us remember that XS increases as a result of cell lyses and decreases through hydrol-

ysis, while SS increases as a result of hydrolysis and decreases with biomass growth.

In this manner, it can be said that the period of decreasing substrate SS is likely

due to biomass growth outweighing hydrolysis, whereas the opposite applies for the

period of increasing concentration. The particulate products from decay XP show
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Figure 5.15: Steady state simulation of single-stage system CS1 at ambient tem-
perature of 10 ◦C and influent VS concentration of 40 g/l over a time period of
three 1-day batches: (a) readily biodegradable substrate SS, (b) slowly biodegrad-
able substrate XS, (c) dissolved oxygen So, (d) particulate products from decay XP ,
(e) inactive thermophilic biomass XSP , and (f) thermophilic biomass XBHT .
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a steady increase. Their concentration is only affected by the process of cell decay

and, as they do not undergo any further transformations, they can only accumulate

in the course of the reaction. Inactive thermophilic biomass XSP is assumed to exist

in the influent sludge in the form of spores. Thus, its concentration increases sud-

denly after loading. Then, the spores adapt to the favorable thermophilic conditions

in a matter of hours and they transform into active thermophilic biomass XBHT .

The rapid biomass growth observed after loading is a result of the quick adaptation

of the sporulated thermophilic microorganisms. After this period of exponential

growth, active biomass experiences a clear and steady decrease. This fast decrease

in biomass concentration shows that, under these conditions, cell lysis predominates

over biomass growth.

5.3 Asymptotic analysis

This section concerns the asymptotic analysis of the ATM1 model. This analysis will

allow us to study the behaviour of the system for certain limiting cases. This kind

of study is useful in that it helps to determine the terms that dominate the system

dynamics under such limiting cases. The ATM1 model described in section 4.2

tracks the evolution of ten variables: nine mass components and the temperature

of the system (or its corresponding enthalpy). For simplicity, we disregard the

temperature dependence here, and so do not display an equation for the temperature.

We set constant values for the model parameters and choose these values for reactor

operation at 50 ◦C. We also neglect the effect of thermophilic activation, on the

basis that it occurs rapidly at the start of the batch reaction, and so do not consider

inactive biomass XSP in the model. Reactor-specific parameters correspond to CS1.

Under these assumptions, the governing equations of the ATM1 model are
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dSS

dt
= − 1

YH

µH

SS

KS + SS

SO

KO + SO

XBH −
1

YHT

µHT

SS

KST + SS

SO

KOT + SO

XBHT

+kH

XS

KXXBH +XS

SO

KO + SO

XBH + kHT

XS

KXTXBHT +XS

SO

KOT + SO

XBHT,

dXS

dt
= bH(1− fP)XBH + bHT(1− fPT)XBHT − kH

XS

KXXBH +XS

SO

KO + SO

XBH

−kHT

XS

KXTXBHT +XS

SO

KOT + SO

XBHT,

dXBH

dt
= µH

SS

KS + SS

SO

KO + SO

XBH − bHXBH, (5.1)

dXBHT

dt
= µHT

SS

KST + SS

SO

KOT + SO

XBHT − bHTXBHT,

dSO

dt
= −(1− YH)

YH

µH

SS

KS + SS

SO

KO + SO

XBH

−(1− YHT)

YHT

µHT

SS

KST + SS

SO

KOT + SO

XBHT + kaqa(S̄O − SO),

dXP

dt
= fPkH

XS

KXXBH +XS

SO

KO + SO

XBH + fPTkHT

XS

KXTXBHT +XS

SO

KOT + SO

XBHT.

The value of the parameters appearing in the model under the specified temper-

ature of 50 ◦C are shown in Table 5.3. We see that the first five of these equations

can be solved independently of the sixth, and so we do not display the equation for

the particulate products from decay XP again.

We model the operation of the single-stage system CS1 for one batch, and so

solve 5.11 – 5.15 subject to the initial condition

SS = SoS , XS = Xo
S , XBH = Xo

BH, XBHT = Xo
BHT, SO = SoO at t = 0. (5.2)

For the illustrative numerical results used in the current analysis, we take

SoS = 5 g/l, Xo
S = 15 g/l, Xo

BH = 1 g/l, Xo
BHT = 1 g/l, SoO = 10 mg/l.

We scale the system of ordinary differential equations by choosing

98



5.3. ASYMPTOTIC ANALYSIS

Table 5.3: Values of the parameters of the ATM1 model at a constant temperature
of 50 ◦C.

Symbol Description Value Unit
KS Mesophilic half saturation constant for SS 0.02 g/l
KO Mesophilic half saturation constant for SO 2 · 10−4 g/l
KST Thermophilic half saturation constant for SS 0.03 g/l
KOT Thermophilic half saturation constant for SO 2 · 10−4 g/l
S̄O Oxygen saturation concentration 5 · 10−3 g/l
µH Maximum growth rate of XBH 16.8 1/day
µHT Maximum growth rate of XBHT 24.3 1/day
bH Decay rate of mesophiles 43 1/day
bHT Decay rate of thermophiles 5.2 1/day
kH Maximum mesophilic hydrolysis rate 10 1/day
kHT Maximum thermophilic hydrolysis rate 9.2 1/day
kaqa Oxygen mass transfer coefficient 1000 1/day
YH Mesophilic yield 0.6 –
YHT Thermophilic yield 0.6 –
fP Inert fraction of mesophilic biomass 0.3 –
fPT Inert fraction of thermophilic biomass 0.3 –
KX Half saturation constant for mesophilic hydrolysis 0.03 –
KXT Half saturation constant for thermophilic hydrolysis 0.03 –

t ∼ tbatch, SS ∼ SoS , XS ∼ Xo
S , XBH ∼ Xo

BH, XBHT ∼ Xo
BHT, SO ∼ SoO,

where tbatch = 1 day. With this choice of scaling, the dimensionless form for equations

5.11 – 5.15 with the initial condition 5.2 is given by

dSS

dt
= −δ1

SS

δ2 + SS

SO

δ3 + SO

XBH − δ4
SS

δ5 + SS

SO

δ6 + SO

XBHT

+ δ7
XS

δ8XBH +XS

SO

δ3 + SO

XBH + δ9
XS

δ10XBHT +XS

SO

δ6 + SO

XBHT,

dXS

dt
= δ11XBH + δ12XBHT − δ13

XS

δ8XBH +XS

SO

δ3 + SO

XBH

− δ14
XS

δ10XBHT +XS

SO

δ6 + SO

XBHT,

dXBH

dt
= δ15

SS

δ2 + SS

SO

δ3 + SO

XBH − δ16XBH, (5.3)

dXBHT

dt
= δ17

SS

δ5 + SS

SO

δ6 + SO

XBHT − δ18XBHT,

dSO

dt
= −δ19

SS

δ2 + SS

SO

δ3 + SO

XBH − δ20
SS

δ5 + SS

SO

δ6 + SO

XBHT + δ21 (δ22 − SO) ,

subject to the initial condition
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SS = 1, XS = 1, XBH = 1, XBHT = 1, SO = 1 at t = 0,

where the definition of, and values for, the non-dimensional parameters δi (1 ≤ i ≤

22) are given in Table 5.4.

Table 5.4: Dimensionless parameters of the ATM1 model.
Symbol Description Value
δ1 µHtbatchX

o
BH/(YHTS

o
S) 5.60

δ2 KS/S
o
S 4 · 10−3

δ3 KO/S
o
O 0.2

δ4 µHTtbatchX
o
BHT/(YHTS

o
S) 8.10

δ5 KST/S
o
S 6 · 10−3

δ6 KOT/S
o
O 0.2

δ7 kHtbatchX
o
BH/S

o
S 2.0

δ8 KXX
o
BH/X

o
S 2 · 10−3

δ9 (kHTtbatch) (Xo
BHT/S

o
S) 1.84

δ10 KXTX
o
BHT/X

o
S 2 · 10−3

δ11 (1− fP)bHtbatchX
o
BH/X

o
S 2.01

δ12 (1− fPT)bHTtbatchX
o
BHT/X

o
S 0.25

δ13 kHtbatchX
o
BH/X

o
S 0.67

δ14 kHTtbatchX
o
BHT/X

o
S 0.61

δ15 µHtbatch 16.8
δ16 bHtbatch 43.0
δ17 µHTtbatch 24.3
δ18 bHTtbatch 5.2
δ19 (1− YH)µHtbatchX

o
BH/(YHS

o
O) 11.2 · 103

δ20 (1− YHT)µHTtbatchX
o
BHT/(YHTS

o
O) 16.2 · 103

δ21 kaqatbatch 103

δ22 S̄O/S
o
O 5.0

In Figure 5.16, we show the solution to the system of equations 5.3 for the pa-

rameter values listed in Table 5.4. It is noteworthy from the parameter values chosen

that the readily biodegradable material is depleted over a period of approximately

one half of a day while the slowly biodegradable material is not completely removed

until approximately five days later. During the first half of the first day with SS 6= 0,

the rate of the reaction is limited by the availability of dissolved oxygen whose con-

centration is extremely low. After SS is depleted, the rate of the reaction is limited

by the availability of substrate and the concentration of dissolved oxygen increases

abruptly. It is during this period of scarcity of substrate (the endogenous phase)

that the amount of VS in the sludge is reduced and the sludge is stabilised. Over

this period, the rate of the reaction is also limited by the hydrolysis rate. As it

100



5.3. ASYMPTOTIC ANALYSIS

can be seen, SS does not increase over time due to the fact that it is consumed

faster by the biomass than it is generated through hydrolysis. Endogenous decay in-

creases markedly after the slowly biodegradable substrate XS is depleted. When this

happens, biomass concentration plummets and the dissolved oxygen concentration

reaches its saturation value. We should note, however, that some of the parameter

values used are uncertain, and that they can depend on temperature and time, as

well as other factors, such as the character of the influent sludge and the reactor

system. Since we have assumed the parameter values to be fixed, the limitations

of such an approach are clear. Notwithstanding, our goal in this section is to gain

some insight into aspects of the ATM1 model in particular and the ATAD reaction

in general, rather than attempting to model a particular reactor system in detail.

What is most important in the solution displayed by Figure 5.16 is its general

qualitative structure. In most cases, ATAD systems show this kind of behaviour

in which the reaction is first oxygen-limited (while substrate is available) and then

substrate-limited, finishing with a period of endogenous respiration and decay. Sim-

ilar results were first obtained by Gomez et al. (2007). The duration of each of these

phases or regions, and the particular quantitative relations between the state vari-

ables depend on several factors, such as the initial conditions, system inputs, reactor-

specific parameters, etc. Nevertheless, according to our experience, the qualitative

structure of the solution is generally the same under most of these conditions. Ex-

perimental research has also demonstrated that this behaviour corresponds to that

of actual ATAD reaction (Kovacs, 2007; Jamniczky-Kaszas, 2010). For example,

this behaviour can explain, at least qualitatively, the respirometric curve in Figure

2.2b.

As mentioned above, under normal ATAD operating conditions a relatively high

temperature is maintained in the reactor. Commonly, the temperature after adding

a new inflow batch and mixing remains higher than the mesophilic temperature

range, and hence the metabolic activity associated to mesophilic microorganisms

is rendered unimportant. We can therefore neglect the mesophilic variable in the

model and set XBH = 0. The system of equations 5.3 then reduces to
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Figure 5.16: (a) Plot of the solution to system of equations 5.3 over one day and for
the parameter values displayed in Table 5.4. (b) The same solution as in (a) plotted
over one week. Over this period of time, slowly biodegradable substrate is removed
and dissolved oxygen reaches its saturation value.

dSS

dt
= −δ4

SS

δ5 + SS

SO

δ6 + SO

XBHT + δ9
XS

δ10XBHT +XS

SO

δ6 + SO

XBHT,

dXS

dt
= δ12XBHT − δ14

XS

δ10XBHT +XS

SO

δ6 + SO

XBHT, (5.4)

dXBHT

dt
= δ17

SS

δ5 + SS

SO

δ6 + SO

XBHT − δ18XBHT,

dSO

dt
= −δ20

SS

δ5 + SS

SO

δ6 + SO

XBHT + δ21 (δ22 − SO) ,

SS = 1, XS = 1, XBHT = 1, SO = 1 at t = 0.

Figure 5.17 displays the numerical solutions of the system of equations 5.4 for

the parameter values given in Table 5.4. Comparing these with the solutions given

in Figure 5.16, one notes that there is good qualitative agreement and reasonable

quantitative agreement, as would be expected.

Motivated by the relevant parameter values listed in Table 5.4, we denote

δ5 = ε, δ10 = θ1ε, δ20 = θ2/ε, δ21 = θ3/ε,

where θ1, θ2, θ3 = O(1), and consider the limit ε → 0. This limit corresponds

to a case where biomass growth is not dependent on SS, i.e., biomass growth is
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Figure 5.17: (a) Plot of the solution to system of equations 5.4 over one day for the
parameter values displayed in Table 5.4. (b) The same solution as in (a) plotted
over one week. The asymptotic regions for ε→ 0 are indicated.

not inhibited by the absence of substrate. For reference, it is worth re-displaying

equations 5.4 now in terms of the parameter ε

dSS

dt
= −δ4

SS

ε+ SS

SO

δ6 + SO

XBHT + δ9
XS

θ1εXBHT +XS

SO

δ6 + SO

XBHT,

dXS

dt
= δ12XBHT − δ14

XS

θ1εXBHT +XS

SO

δ6 + SO

XBHT, (5.5)

dXBHT

dt
= δ17

SS

ε+ SS

SO

δ6 + SO

XBHT − δ18XBHT,

ε
dSO

dt
= −θ2

SS

ε+ SS

SO

δ6 + SO

XBHT + θ3 (δ22 − SO) ,

SS = 1, XS = 1, XBHT = 1, SO = 1 at t = 0.

The limit ε→ 0 is singular, and the asymptotic structure is indicated in Figure

5.17. We now briefly discuss some of the asymptotic regions (time-scales) arising.

5.3.1 Region I, t = O(ε)

The very short initial time-scale, which is visible in Figure 5.17a and Figure 5.17b,

although barely visible in Figure 5.17b, appears at t = O(ε) and marks a region

of rapid change in the dissolved oxygen concentration. We rescale t = εt̂, and at

leading order we have
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SS ∼ 1, XS ∼ 1, XBHT ∼ 1,

and pose SO ∼ SI
O(t̂), to obtain

dSI
O

dt̂
= −θ2

SI
O

δ6 + SI
O

+ θ3 (δ22 − SI

O) ,

where

SI

O = 1 at t̂ = 0,

and dSI
O/dt̂→ 0, SI

O → ρ1 as t̂→∞, with ρ1 given by

ρ1 =
1

2

δ22 − δ6 −
θ2

θ3

+

√(
δ22 − δ6 −

θ2

θ3

)2

+ 4δ22δ6

 .

For the parameter values given in Table 5.4, ρ1 = 0.087, which is in good agree-

ment with the numerical solution displayed in Figure 5.17a. We have to note that

ρ1 > 1 is also possible, so that the dissolved oxygen is not necessarily depleted over

this time-scale; the competing effects of aeration and oxygen consumption by the

biomass enter at leading order here.

5.3.2 Region II, t = O(1) and t < tS

For t = O(1) and t < tS, where tS is the moment in which the availability of SS

becomes a limiting factor in the further growth of the biomass, we pose

SS ∼ SII

S (t), XS ∼ X II

S (t), XBHT ∼ X II

BHT(t), SO ∼ SII

O(t),

for ε→ 0, to obtain
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dSII
S

dt
= − (δ4 − δ9)

SII
O

δ6 + SII
O

X II

BHT,

dX II
S

dt
= δ12X

II

BHT − δ14
SII

O

δ6 + SII
O

X II

BHT, (5.6)

dX II
BHT

dt
= δ17

SII
O

δ6 + SII
O

X II

BHT − δ18X
II

BHT,

θ2
SII

O

δ6 + SII
O

X II

BHT = θ3 (δ22 − SII

O) .

We do not pursue to solve the system of equations 5.6 here, and confine ourselves

instead to considering the system’s qualitative behavior. It is clear that in this region

biomass growth is not limited by the availability of SS, and that hydrolysis is not

limited by the availability of XS. However, both biomass growth and hydrolysis do

depend on the available dissolved oxygen here.

From Equation 5.61, it is clear that dSII
S /dt ≤ 0 for δ4 > δ9, or, in dimensional

terms, µHT/YHT > kHT. This corresponds to the case of SS being consumed faster by

the biomass than it is generated via hydrolysis. We restrict our discussion here to

this case. For this case, there is tS = O(1) such that SII
S (tS) = 0, and this indicates

a region that we will discuss next.

5.3.3 Region III, t∗ = O(1)

This time-scale corresponds to t∗ = O(1) where t = tS+εt∗, and gives the location of

a region where the availability of SS becomes a limiting factor in the further growth

of the biomass. Also, the oxygen concentration undergoes a rapid change over this

time-scale. In our numerical solutions (see Fig. 5.17b), t = tS gives the time when

the biomass XBHT achieves its maximum. For t∗ = O(1), we have

XS ∼ X II

S (tS), XBHT ∼ X II

BHT(tS),

where both these quantities are determined as part of the solution to the leading

order problem in Region II. In t∗ = O(1), we pose
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SS ∼ εSIII

S (t∗), SO ∼ SIII

O (t∗),

to obtain

dSIII
S

dt∗
= −δ4

SIII
S

1 + SIII
S

SIII
O

δ6 + SIII
O

X II

BHT(tS) + δ9
SIII

O

δ6 + SIII
O

X II

BHT(tS), (5.7)

dSIII
O

dt∗
= −θ2

SIII
S

1 + SIII
S

SIII
O

δ6 + SIII
O

X II

BHT(tS) + θ3 (δ22 − SIII

O ) .

As t∗ →∞, dSIII
S /dt

∗ → 0, dSIII
O /dt

∗ → 0, SIII
S → ρ2, SIII

O → ρ3, where

ρ2 =
δ9

δ4 − δ9

,

(recall that we are considering δ4 > δ9 here), and

ρ3 =
1

2

δ22 − δ6 −
θ2

θ3

δ9

δ4

X II

BHT(tS) +

√(
δ22 − δ6 −

θ2

θ3

δ9

δ4

X II
BHT(tS)

)2

+ 4δ22δ6

 .
These predictions are in good agreement with the numerical solution displayed

in Fig. 5.17a.

5.3.4 Region IV, t = O(1), tS < t < tX

This is the time-scale over which most of the XS is degraded. In this region, we have

SS ∼ ε
δ9

δ4 − δ9

,

and we have XS, XBHT, SO = O(1). For brevity, we do not display or discuss the

leading order equations here, and simply note that there is a tX = O(1) such that

XS(tX) = 0, which determines the time when the availability of XS first becomes a

limiting factor for hydrolysis.

We omit discussion of Regions V and VI, other than to give their locations

and the scalings. This is because typical batch times are in the order of 1 day
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and the behavior of the regions V and VI cannot be observed in these short times.

Consequently, these regions are of no practical relevance (as, for example, all the

biomass dies out). Region V is located at t† = O(1), where t = tX + εt†, and in

which SS, XS = O(ε), XBHT, SO = O(1). Region VI is at t = O(1), t > tX and here

we also have SS, XS = O(ε), XBHT, SO = O(1).

5.4 Sensitivity analysis

In this section, we will study the impact of model parameters (model inputs) in

ATM1 upon the energy requirement, plant capacity, stabilisation time, and pasteuri-

sation time (model outputs) of an ATAD system. The system in question conforms

to the characteristics of the first-stage reactor of CS2.

The first part of the sensitivity analysis studies the effect of all possible model

inputs on the aforementioned model outputs. Model inputs include kinetic, stoichio-

metric, and thermodynamic parameters, initial conditions, influent characteristics,

reactor-specific parameters, operating conditions, and reactor volume. The effect of

all inputs will be studied regardless of whether these inputs can be influenced in

practice. The objective of this part of the analysis is to identify all possible model

parameters with a significant influence on the energy requirement and on the other

relevant outputs.

The second part of the analysis studies exclusively the effect of the operating

conditions (model inputs) upon the same model outputs. The operating conditions

include the reaction time, aeration flowrate, influent temperature, loading time, and

the volume replaced after each batch. This part of the study thus emphasises only

the effect of those parameters that are practically tunable during operation. The

objective is to identify the operating conditions with the strongest impact on the

energy requirement, and, in this way, to select the most promising optimisation

variables.
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5.4.1 Global sensitivity analysis: all versus all

As mentioned above, this section will study the effect of all possible model inputs

upon all considered model outputs.

The local sensitivity analysis studies the effect of inputs on outputs in an isolated

manner and each at a time, i.e. changing first one input, then the second, and so

on. On the other hand, in the global sensitivity analysis, all inputs are changed

simultaneously (Saltelli et al., 2004). In doing so, every correlation between inputs

and outputs will have a certain degree of uncertainty associated with the changes

caused by the other inputs. Local methods can be very informative and tend to work

better for relatively simple models. They are a good first step in model analysis, but

they are insufficient when the model in question is complex and nonlinear. Global

methods are used to obtain more detailed information about model behaviour and

to fully characterize nonlinearities.

The ATM1 model is highly nonlinear due, in part, to the switching functions,

the multiplication of variables, and the temperature dependence of some parame-

ters. Apart from this, there is a strong feedback between several components; for

instance, higher biomass growth results in higher release of metabolic energy and

higher temperature, and higher temperatures in turn affect biomass growth. In this

way, the evolution of the system is oftentimes not easily predictable or intuitive.

Given the high nonlinearity of the model, we decided to perform a global sensitivity

analysis.

The global sensitivity analysis can be thought of as the study of input-output

model relationships under uncertainty. In order to measure the degree of uncertainty

for each input-output relationship, different uncertainty metrics have been proposed

in the literature. What follows is a brief account of the relevant uncertainty metrics

that will be used in this analysis.
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Uncertainty metrics1

Classical statistics Given ns scenarios, nin input variables xh, and nout output

variables yl, the mean or expected value E(yl) and variance V (yl) can be computed

as

E(yl) = ȳl =
ns∑
i=1

yil
ns
, (5.8)

V (yl) = σ2
yl

=
1

ns

ns∑
i=1

(yil − ȳ)2. (5.9)

The standard deviation σyl is then calculated as the square root of the variance,

and the coefficient of variation CVyl is defined as

σyl =
√
V (yl), (5.10)

CVyl =
σyl
ȳl
. (5.11)

The size of the confidence interval CI(ȳl) for the mean ȳl can be expressed as

CI(ȳl) = [ȳl − t(ns−1,0975)σyl , ȳl + t(ns−1,0975)σyl ], (5.12)

where t(ns−1,0975) is the Student-t distribution value for ns − 1 degrees of freedom,

which makes the probability be 0.975. The former is based on the assumption of a

normal distribution for the errors and 95% coverage of the confidence interval, as

described by Law and Kelton (1999).

It is always important to compare the estimated results from sampling runs and

the results without uncertainty. If mean and the value without uncertainty coincide,

it is a clear result of symmetrical distributions being used for the input parameters

(Heijungs and Klejin, 2001). With regards to the coefficient of variation, values

below 10% suggest resonable certain results.

1This introductory section has been adapted from Bojarski (2010).
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Linear-regression-based metrics These metrics are based on the linear corre-

lation defined by

ŷl = bl0 +

nin∑
h=1

blhxh + εi ∀l = 1, ..., nout. (5.13)

An important relation connected to the concept of regression is the model coef-

ficient of determination R2
yl

for output variable yl which is commonly defined as

R2
yl

=

ns∑
f=1

(ŷlf − ȳl)2

ns∑
f=1

(ylf − ȳl)2

∀l = 1, ..., nout. (5.14)

The closer R2
yl

is to unity, the better the regression model results ŷlf fit the

actual model realisations ylf . This point is important, given that the validity of

regression-based metrics depends on the degree to which the regression model fits

the data.

The standardised regression coefficient (SRC) requires the standardisation of

input variables and output results which is performed by subtracting the mean value

(x̄h, ȳl) and normalising its value by dividing it by the variable’s standard deviation

(σxh , σyl)
2. The SRC represents a relation between the nin uncertain input variables

xh and the nout output variables yl, as given by

yl − ȳl
σyl

=

nin∑
h=1

SRClh
xh − x̄h
σxh

∀l = 1, ..., nout. (5.15)

A value of SRClh close to zero indicates that the output variable yl is not correlated

to input variable xh. Additionally, the sign of SRClh indicates the qualitative kind

of relation between input and output: a positive SRClh indicates that increments

of the input variable xh result in an increase of the output variable yl; the opposite

behaviour applies when the SRClh is negative.

On the other hand, the partial correlation coefficient (PCC) is calculated by

2Standardising the data set makes the measurements of different lengths comparable, i.e., the
importance of the different measurements does not depend on the scale (Haardle and Hlavka, 2007).
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performing several regressions which include or not the input variable under con-

sideration. In this sense, a PCC shows how much each input variable affects the

behaviour of the output variables, by performing two separate regressions: the first

one considering all input variables, and the second without the subject input vari-

able. The PCC is defined as

PCC2
hl =

ns∑
f=1

(ylf − ŷvxhlf )2 −
ns∑
f=1

(ylf − ŷfulllf )2

ns∑
f=1

(ylf − ŷvxhlf )2

∀l = 1, ..., nout;h = 1, ..., nin,

(5.16)

where ŷvxhlf represents the estimation of the yl variable value using a regression

that does not include input variable xh, while ŷfulllf represents the yl variable value

estimated using a regression that considers all input variables.

Results

For this analysis, a simple Monte Carlo sampling was adopted. A total of 3000

scenarios were generated using MATLAB c©’s random uniform and normal number

generator functions. The probability distribution function for each parameter was

selected based on previous information regarding those parameters. The energy re-

quirements and plant capacity (both volumetric and gravimetric), and pasteurisation

and stabilisation times were examined as model outputs, while all input parameters

were studied.

As shown in Table 5.5, initial system enthalpy H0 and reactor volume V are

the most significant factors with regard to tP due to their high PCC and SRC val-

ues. The behaviour of H0 is logical due to the fact that a higher initial enthalpy

would lead to a higher temperature profile, resulting in a higher degree of pasteuri-

sation and shorter pasteurisation time. Whenever pasteurisation is limiting, shorter

pasteurisation times would result in lower energy requirements. This qualitative be-

haviour is reflected by the SRC values, and is consistent with the suggestion made

by Layden et al. (2007b) that sludge pre-heating could potentially lead to shorter

hydraulic retention times and lower energy requirements. A possible reason behind
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Table 5.5: SRC and PCC values for the most significant input variables.
Input Variable tS tP Em cm Ev cv

SRC values
Var. 1 V (m3) 0 0.18 -0.05 -0.09 -0.05 -0.1
Var. 7 Xs0 (g/l) 0.19 0.01 0.16 0.02 0.16 0.02

Var. 11 H0 (MJ) -0.01 -0.21 -0.05 0.1 -0.05 0.1
Var. 21 qa (vvh) 0.02 -0.02 0.09 0.01 0.09 0.01
Var. 85 fCOD (gCOD/gVS) 0.28 0.04 0.31 -0.05 0.24 -0.05

PCC values
Var. 1 V (m3) 0 0.19 0.06 0.1 0.06 0.1
Var. 7 Xs0 (g/l) 0.2 0.01 0.17 0.02 0.17 0.02

Var. 11 H0 (MJ) 0.01 0.21 0.05 0.1 0.05 0.1
Var. 21 qa (vvh) 0.02 0.02 0.1 0.01 0.1 0.01
Var. 85 fCOD (gCOD/gVS) 0.29 0.04 0.32 0.05 0.24 0.05

the correlation between V and tP is that increasing reactor volume would increase

the surface area of the reactor and thus the amount of heat escaping via conduc-

tion through the walls. This, in turn, would lead to lower temperature profiles and

longer pasteurisation times. This interpretation is consistent with the work of Ponti

et al. (1995a) who found experimentally that increased reactor volume correlates

with decreasing biological activity and increased energy requirements. This consis-

tency with the experimental work of Ponti et al. (1995a) may, however, be purely

coincidental. Their correlation may be due to incomplete reactor mixing: the bigger

the reactor, the worse the mixing and the more inhomogeneous the DO distribution.

In the case of tS, the most significant variables are the initial concentration of

slowly biodegradable substrate Xs0 and the conversion factor between volatile solids

and chemical oxygen demand fCOD. This result is also intuitive in that rising the

value of Xs0 would increase the amount of VS to be degraded, and, in consequence,

this would require longer time to satisfy stabilisation requirements (as long as hy-

drolysis is the limiting process of the reaction, which is generally the case). On the

other hand, increasing fCOD for a constant aeration level would increase the amount

of oxygen needed for the oxidation of a given quantity of VS; this also would in-

crease the time required to satisfy stabilisation requirements and thus the energy

requirements.

Finally, the aeration flowrate qa displays a significant positive correlation with
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Em and Ev, as indicated by its SRC and PCC values. The mechanism behind this

correlation is probably the first-order dependence of the energy requirements upon

qa (see Equation 4.44 and 4.45). This positive correlation supports the hypothesis

made by Layden et al. (2007b) that a constant level of aeration is likely to lead to

excessive energy use.

Overall, the signs of the SRCs show that the qualitative behaviour of the model

is consistent with the expected trends for such input parameter changes. The re-

gression coefficient R2 is very low for all the performed regressions with values of

∼0.15. In spite of this, the SRC and PCC values allowed us to distinguish the most

significant variables.

Figure 5.18 displays the scatter plots of reactor volume and initial reactor temper-

ature (proportional to H0) against the different model outputs. The initial reactor

temperature correlates in a negative way with pasteurisation and stabilisation times

and the specific energy requirements, and in a positive way with the specific plant

capacity. The reactor volume shows the opposite behaviour.

The fact that the initial reactor temperature and the initial concentration of

slowly biodegradable substrate appear as significant variables is the result of eval-

uating the stabilisation and pasteurisation constraints based on one single batch.

Consequently, such results correspond to transient solutions and not to periodic

ones. To overcome this problem, in the next section, the constraints will be evalu-

ated based on the last batch of nb successive batches. In spite of this drawback, the

correlations found in this part of the analysis are intuitive, logical, and consistent

with other studies.

5.4.2 Global sensitivity analysis: operating conditions

This part of the sensitivity analysis studies exclusively the effect of the operating

conditions upon model outputs. This emphasis is due to the need to identify the

parameters with the strongest impact on the energy requirement, as such parameters

would be the most promising optimisation variables.

As in the previous section, a Monte Carlo sampling was adopted with 3000
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Figure 5.18: Scatter plots from sensitivity analysis: effect of reactor volume and
initial reactor temperature on (a)-(b) pasteurisation and stabilisation times, (c)-(d)
specific energy requirements, and (e)-(f) specific plant capacity.

114



5.4. SENSITIVITY ANALYSIS

scenarios generated with a uniform random distribution and a random normal dis-

tribution. To surmount the problem of transient solutions found in the previous

part of the analysis, a total of nb consecutive batches are calculated for a given set

of operating conditions; the reaction time is then the one corresponding to the last

batch. Choosing a high value for nb ensures that all solutions obtained are periodic

or cyclic. Experience has shown that a value in the range 10–20 generally satis-

fies the periodicity requirement without incurring an unacceptable computational

burden. Hence, the value chosen was 20.

The considered operating conditions include the reaction time, aeration flowrate,

influent temperature, loading time, and the volume replaced after each batch. As

the number of model inputs is so small, there is no need to calculate SRCs and

PCCs. Instead, it is more instructive to present all the relevant scatter plots and to

discuss them one by one.

Figure 5.19 shows the impact of the operating conditions upon the energy re-

quirement. Figures 5.19a displays the effect of the aeration flowrate. As it was

shown in the previous section by the SRC and PCC values, the aeration flowrate

correlates positively with Em. The red line corresponds to the linear fit between

the two variables. The scattering of points may make it more difficult for the bare

eye to recognize this relation without the aid of the regression line. For this reason,

Figure 5.19b was displayed, showing the same relation but for a different simulation

in which the volume replaced after each batch (see Figure 5.19e) was not varied.

In this graph, the relation between the two variables is evident without the aid of

regression. The need to “switch off” the quantity of volume replaced is due to its

overshadowing dominance over the other variables. It is unclear, though, why in

Figure 5.19b the relation between the aeration flowrate and Em behaves in such

unexpected radial manner. The conclusion is that higher, constant rates of aeration

lead to higher energy requirements. This supports the suggestion made by Layden

et al. (2007b) that constant aeration flowrates are likely to result in excessive energy

use.

Figure 5.19c shows the positive correlation between the reaction time (see Equa-

tion 4.43) and the energy requirement. This finding is consistent with experimental
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Figure 5.19: Scatter plots from sensitivity analysis. Impact of operating conditions
on energy requirement: (a) Aeration flowrate with and (b) without changes of the
quantity of volume replaced after each batch, (c) reaction time, (d) loading time,
(e) percentage of volume replaced after each batch, and (f) influent temperature.
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studies conducted by Ponti et al. (1995b) that show that shorter HRTs and higher

frequencies of volume changes correlate with lower energy requirements. From a

mathematical point of view, it may seem clear that the energy requirement should

exhibit this kind of dependence on the reaction time given their relation in Equa-

tion 4.46. Nevertheless, this conclusion is not straightforward, considering that the

reaction time is an implicit function of all other operating conditions including the

aeration flowrate. And from Equation 4.46, it is clear that Em ∼ qa · tr(qa). Thus,

it is not possible to say a priori that an increase of tr would increase Em, as any

increase of tr might be caused by a counteracting change in the aeration flowrate

that could offset the effect of tr. That is to say, the relation observed in Figure 5.19c

could not have been forecasted given the implicit dependence of tr on qa.

In Figure 5.19d, longer loading times lead to higher energy requirements. A pos-

sible explanation for this behaviour is that longer loading times would lead to lower

substrate availability at any given time over the loading period. Lower substrate

availability would lead to higher decay rates and lower growth rates, resulting in

overall lower concentrations of biomass. Lower biomass concentrations imply lower

sludge oxidation rates and this, in turn, longer stabilisation times and (as long as

stabilisation is limiting, i.e., tr = tS) longer reaction times. Obviously, the result

of longer reaction times would be higher energy requirements. Interestingly, this

finding contradicts the notion that longer loading times could be preferable to avoid

oxygen-limited conditions and reduce the thermal shock, thus resulting in smaller

fluctuations of process conditions and potentially in shorter reaction times and lower

energy requirements.

The percentage of reactor volume replaced after each batch correlates in a neg-

ative manner with the energy requirement, as seen in Figure 5.19e. This relation is

probably due to the dependence Em ∼ 1/min (see Equation 4.46) with min ∼ Vin, so

that Em ∼ 1/Vin. The fact that this inverse proportionality prevails in spite of the

fluctuations of the other operating conditions shows that Vin is a dominating factor

which can outweigh the effect of the aeration flowrate and the reaction time. An-

other viable explanation for this behaviour is that higher Vin values result in higher

sludge oxidation rates, as pointed out by Ponti et al. (1995a); higher oxidation rates
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Figure 5.20: Effect of operating conditions on reaction time: (a) aeration flowrate,
and (b) loading time.

could then result in shorter reaction times and lower energy requirements.

Finally, the influent sludge temperature displays a negligible effect on Em (Fig-

ure 5.19f). At first, this can appear surprising, as the temperature does have a

direct influence on the biomass growth rate through the temperature-dependent ki-

netic parameters. However, the biomass growth rate is more likely to be limited

by the extremely low DO concentrations rather than by temperature. This finding

contradicts the suggestion made by Layden et al. (2007b) that sludge pre-heating

could lead to shorter HRTs which in turn would lead to lower energy requirements.

Nonetheless, this could indeed happen if, for example, the reaction time was limited

by the pasteurisation process (i.e., tr = tP ); however, this is not generally the case.

At this stage, we can thus conclude that the most promising optimisation vari-

ables (that is, the operating conditions with the strongest influence on the energy

requirement) are the aeration flowrate, reaction time, loading time, and volume re-

placed. The influent temperature displayed a negligible influence on Em and can

hence be ruled out.

Let us now consider the effect of the aeration flowrate, volume replaced, loading

time, and influent temperature on the reaction time. Figure 5.20a displays the effect

of the aeration flowrate. As it can be seen, there is no visible correlation between the

two variables. However, this does not mean that there is no correlation. There might
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Figure 5.21: Scatter plots displaying (a) stabilisation versus pasteurisation time,
and (b) plant capacity against energy requirement. The first plot shows that the
reaction tends to be limited by the stabilisation process, and the second that the
relation between plant capacity and energy requirement obeys a law of inverse pro-
portionality.

be a correlation concealed as a result of such disparate data. On the other hand, if

there was no correlation, this would make sense of the explanation suggested above

for the correlation between tr and Em: if the dependence of tr on qa is negligible,

that is, if they are decoupled, then Em can only depend on tr in a linear manner

regardless of qa. The volume replaced and the influent temperature did not display

either a visible effect on the reaction time. Surprisingly, only the loading time was

found to have a clear effect on tr, as shown in Figure 5.20b. This positive correlation

makes sense of the explanation for the correlation between the loading time and Em

proposed above.

An interesting insight is gained by looking at Figure 5.21a, displaying the sta-

bilisation versus pasteurisation time for the 3000 scenarios. It turns out that in

more than 85% of these scenarios the reaction is limited by the stabilisation process,

i.e., tS > tP and tr = tS. This means that the ATAD reaction is generally limited

by stabilisation and only under relatively few conditions by pasteurisation. To our

knowledge, this insight has never been reported before in the available literature.

Yet another interesting insight can be gained by considering Figure 5.21b which

plots the plant capacity against the energy requirement for the different sets of op-

erating conditions. As can be readily seen, the two variables correlate in a negative
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manner. The kind of correlation seems to correspond to an inverse proportionality.

The reason behind this kind of correlation can be traced back to the very definition

of these two variables. Considering the definitions for a constant level of aeration

(see Equation 4.46 and 4.48), we see that Em ∼ 1/x and cm ∼ x, where x = min/tf ,

so that Em ∼ 1/cm. In this way, it becomes clear that this inverse proportionality is

ingrained in, and derivative from, the very definition of Em and cm. What is highly

significant is the generality of this relation: this definition of Em and cm is not con-

fined to ATAD, but it applies (in one form or another) to all treatment processes,

that is, to all wastewater and sludge treatments, whether continuous or discontinu-

ous. Thus, the inverse proportionality should hold for all these processes as well. An

indication that this is the case is found in Burton (1996) and Metcalf & Eddy (2003)

who, with the aid of empirical data, found a similar relation for activated sludge,

activated sludge with nitrification and filtration, and trickling filters. In terms of the

general language, this insight indicates that the sets of operating conditions leading

to energy efficient regions of the graph also lead to high-capacity regions. Or, in

other words, energy efficient solutions are also high-capacity solutions. Conversely,

energy inefficient solutions are low-capacity solutions. More work should be carried

out to unearth the full implications of this relation.

Finally, let us consider the effect of the operating conditions on the plant capacity

cm. We have just seen that the energy requirement is inversely proportional to plant

capacity; it is, therefore, reasonable to expect that some of the dependencies of

Em on the operating conditions should be mirrored by cm in an inverted manner.

Figure 5.22a shows that the aeration flowrate has no visible effect on the plant

capacity. This is the only dependence that is not mirrored by cm with regard to Em.

This is probably due to the fact that, unlike in the case of the energy requirement,

plant capacity does not depend on the aeration flowrate in a first-order manner

(see Equation 4.46 and 4.48, where P ∼ qa). As for the reaction time, loading

time, and the volume replaced, their correlations are the opposite as in the case of

Em (see Figure 5.22b–d). Furthermore, the form of the dependence of cm on the

reaction time and the volume replaced can be deduced from, and explained through,

the definition of plant capacity. The qualitative dependence of cm on the loading
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Figure 5.22: Scatter plots displaying effect of operating conditions on the plant
capacity: (a) aeration flowrate, (b) reaction time, (c) loading time, and (d) vol-
ume replaced. The influent temperature is not displayed because, like the aeration
flowrate, it has no influence on plant capacity.

time can be explained in a similar way as it was done with Em (i.e., through its

influence on the reaction time), but considering that cm is inversely proportional to

the reaction time. The influent temperature has been left out, as, like in the case of

the aeration flowrate, it has no visible effect on plant capacity.

5.5 Model assessment and parameter estimation

A critical part of any modeling effort is model validation. As a preliminary step

toward validating the ATAD models presented in this thesis, in this section we shall

assess the ATM1 model.
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For clarity, it may be useful to review the fundamental concepts of code veri-

fication and model validation, before applying them to our particular case study.

According to Boehm (1981) and Blottner (1990), code verification and model vali-

dation can be concisely and respectively defined as “solving the equations right” and

“solving the right equations”. In other words, verification is about the correct imple-

mentation of the model, while validation is about using the right model. Verification

is a mathematical exercise in which the code author makes sure that the model has

been implemented correctly and to a satisfactory degree of approximation. Thus,

verification is a purely mathematical activity that is independent from whether the

considered model bears any relation to the physical system of interest. It is, hence,

an exercise in mathematics regardless of the science or engineering behind it. Valida-

tion, on the other hand, consists of evaluating the degree of correspondence between

the mathematical model and the physical system it abstracts. It is thus an exercise

in science or engineering.

Verification. Following Roache (1998), code verification means that the author

has to choose what differential equations and boundary conditions are going to be

solved, and doing so to a reasonable order of accuracy and consistency; that is, when

a certain measure of discretization (such as the step size or mesh increment) goes

to zero, the discrete solution obtained through integration should converge to the

exact continuous solution.

Validation. It is often defined as the assessment of the degree of accuracy of a

model over a range of parameters and within its domain of applicability to correctly

represent the behaviour of the physical system under consideration, thus determining

whether the right model was used (Mehta, 1995). Some definitions of validation also

include the specification and use of performance metrics (Tsang, 1991).

In this spirit, the modeling aspects of code verification pertaining to our case

study were already specified in Chapter 4. In addition, it should be noted that the

code was implemented in the MATLAB c© platform and the differential equations

were integrated using the stiff solver ode15s and ode45.

We will now address the validation of the ATM1 model for the CS1 and CS2

case studies in some detail. As performance metric, the mean absolute error (MAE)
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was chosen. The reason for this choice is that the most common nonlinear metrics,

such as the mean squared error, have the disadvantage of weighing large errors more

heavily than smaller ones. Model simulations were fitted, via minimisation of the

MAE, to data from the two case-study plants by tuning the value of the important

case-specific parameter Ka.

According to Olsson and Newell (1999), the value of this parameter has to be

determined for each particular aeration device and facility. Given the uncertainty

with regard to its value and the great impact that this parameter has on model

outputs, it was selected for parameter estimation. The parameter Ka appears in the

differential equation for DO when the advective or transport term due to aeration

is considered:

rSO
=
∑

νijρj + A · (S − SO), (5.17)

where the first term represents the reaction term and the second one the advective

term resulting from aerating the sludge. The parameter A (h−1) is a function of the

aeration flowrate qa (vvh) and can be formulated in several ways. In our case, we

have assumed a first-order dependence, following A = Kaqa, where Ka (vv−1) is the

case-specific parameter whose value has to be determined.

In the case of CS1, a 21-day time series of temperature and VS concentration was

used to fit the model and estimate Ka. Figure 5.23a and 5.23b show respectively the

MAEs for prediction of temperature and VS concentration at different Ka values. A

clear difference between the two prediction errors is that MAET is far more sensitive

to changes of Ka than MAEVS. It can also be seen that the minimum of MAET lies

at Ka = 5.4 vv−1, while that of MAEVS is at 4.8 vv−1. As a compromise, the value

5 vv−1 was taken as the optimum. Figure 5.23c and 5.23d display the simulations

of the temperature and VS time series for the optimal Ka value. It can be seen that

there is a reasonable qualitative agreement (i.e., regarding value ranges and overall

tendencies) in the two cases, even though there is still room for improvement in

quantitative terms.

In the case of CS2, a 5-day temperature time series was used to fit the model and
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Figure 5.23: Assessment of ATM1 model through CS1 data and estimation of Ka:
MAE for prediction of (a) temperature and (b) VS concentration at different Ka

values, and simulation of (c) temperature and (d) VS concentration time series for
optimal Ka value of 5 vv−1.

estimate the value of Ka. No data was available regarding VS concentration. Figure

5.24a shows MAET at different Ka values. As in the previous case, the function

is highly sensitive to changes of Ka. The minimum of the function is found for a

value at 3.5 vv−1. Figure 5.24b displays the simulation of the temperature time

series for the optimal Ka value. Again, qualitative agreement is reasonable though

some quantitative differences can be seen. The better quantitative agreement when

compared to CS1 (see Figure 5.23c) either in terms of the performance metric or as

can be readily seen by the unaided eye lies, at least partially, in the fact that the

operating conditions in this case are not subject to such strong fluctuations.
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Figure 5.24: Assessment of ATM1 model through CS2 data and estimation of Ka:
(a) MAE for prediction of temperature, and (b) simulation of temperature time
series for optimal Ka value of 3.5 vv−1.

It is important to note here that, while some wastewater treatment models (e.g.,

the ASM family) have been in existence and undergone a constant process of valida-

tion for over 30 years, dynamic ATAD models have less than 5 years of development.

Thus, present ATAD models are still at a relatively early stage of development, and

should be seen as platforms for yet further development. It is also important to

note that the available data regarding ATAD operation is extremely scarce. Higher

quality and more quantity of data should be published if these models are to be

further validated.
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Chapter 6

Optimisation

As stated in Chapter 3, the main objective of this study is to minimise the energy

requirement of ATAD systems while complying with treatment objectives. This

problem obviously falls within the realm of optimisation. Due to its discontinu-

ous, semi-batch nature, ATAD has to be optimised via dynamic optimisation. The

present chapter will give an introduction to dynamic optimisation, its general math-

ematical framework and formulation, and the different approaches that are available

to solve this kind of problems. It will then present the general formulation for

the minimisation of the energy requirement of an ATAD system, which will be im-

plemented and solved for CS1 and CS2 following the direct sequential approach.

Finally, it will provide a tentative framework for the optimisation of ATAD systems

following the direct simultaneous approach. The latter shall prove very useful in

future work for the structural optimisation of ATAD systems, due to its superior

computational efficiency.

6.1 Introduction

Dynamic optimisation, also referred to as optimal control, originated from the work

of the Russian mathematician Lev Pontryagin, and it is a generalisation of the

calculus of variations (Pontryagin, 1964). The need for this kind of methodology

arose during the 1950s in the field of aeronautical and astronautical engineering, in

order to control and stabilise the trajectory of space shuttles crossing the atmosphere.
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These fields continue to amass the largest number of publications when it comes to

the use of this methodology (Biegler, 2007).

In the field of process engineering, this methodology has been used for the optimal

design and operation of batch processes. Typical examples are the optimal opera-

tion of bioreactors and fermenters (Cuthrell and Biegler, 1989; Riascos and Pinto,

2004), reactive distillation (Sargent and Sullivan, 1979; Sorensen et al., 1996), crys-

tallisation (Lang et al., 1998), polymerisation reactors (Jang and Lin, 1991; Flores

et al., 2005), or batch distillation systems (Mujtaba and Macchietto, 1997; Furlonge

et al., 1999). Two recent reviews on the use of dynamic optimisation in (bio)process

engineering can be found in Banga et al. (2003) and Bonvin et al. (2003).

In the context of wastewater treatment, the use of this methodology has been far

more limited. Most of the few available publications in this area are fairly recent,

focusing on the minimisation of the energy requirement of alternated activated sludge

processes (Moles et al., 2003; Fikar et al., 2005; Holenda et al., 2007; Descoins et al.,

2010).

The advantages of using optimisation are well documented, and the gains are

often significant. However, from an industrial perspective, the use of dynamic opti-

misation for batch and semi-batch processes is still rare. Generally, industrial batch

processes are operated following experimental conditions which are then improved

by the operators according to anecdotal evidence and experience (Bonvin et al.,

2003).

6.2 Fundamentals of dynamic optimisation1

The verb “to optimise” comes from the Latin root optimus meaning “best”. This

meaning implies the notion of choice. Thus, the germ or original idea behind this

methodology is to choose the best of all possibilities.

In the mathematical realm of optimisation, distinctions are made among the dif-

ferent kinds of optimisation problems. One such distinction arises when considering

the factor of time. When time is not relevant to the system and problem of interest,

1This introductory section has been partly adapted from Chiang (1992).
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Figure 6.1: Example of dynamic optimisation in the discrete time domain. The
optimal pathway is ACFHI. Adapted from Chiang (1992).

then the problem is said to be one of static optimisation. A typical problem of this

kind is to maximise the flowrate of a continuous chemical process, such as distilla-

tion. If, on the contrary, time is relevant to the problem at hand, then it is said to

be a problem of dynamic optimisation. A common example would be to maximise

the profit of a batch pharmaceutical plant for the production of specialty chemicals.

Generally, the former kind of problems is found in the literature far more frequently

than the latter.

Hence, the salient feature of dynamic optimisation is the fact that the optimisa-

tion process takes place in time. To illustrate what it means to optimise in time, let

us consider a simple example. A chemical plant has to transform a certain chemical

A, the raw material, into another chemical I, the end product, by means of a series of

chemical reactions. Each reaction (AB, AC, etc.) has a duration of 1 day and incurs

a different cost. The problem facing the plant manager is that he does not know

which pathway of chemical reactions is best to minimise the cost of transforming

A into I. Figure 6.1 illustrates this situation with the whole set of chemical states

(circles A, B, C, etc.), reactions between states (arrows), and the corresponding cost

of each reaction (number over each arrow). After the first choice has been made

the first day (say, reaction AC ), another choice has to be made the second day

(say, CE ), and so on, until reaching the end product I. Each pathway will have a
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Figure 6.2: Different paths between two arbitrary points in the continuous time
domain. Adapted from Chiang (1992).

different cost. After considering all possible pathways, it is clear that the best or

optimal pathway is ACFHI with a total cost of 9. In this way, it becomes clear that

optimisation is a problem of choosing the best of all possibilities. Yet, this example

also reveals an important fact of dynamic optimisation: the optimal solution is not

generally found by selecting the current best choice at every point in time. In other

words, the shortsighted approach of choosing whatever seems best at each moment

regardless of preceding or subsequent choices does not usually result in the best or

optimal solution. As a counterexample against this shortsighted approach, note that

it would have lead us to choose the pathway ABDGI with total cost of 13 or ABDHI

with 12, which are clearly not optimal. That is, the “goodness” of a certain choice

cannot be judged in isolation from its previous and subsequent choices. It is rather

the whole set of choices that determine the “goodness” of the solution.

The previous example illustrated the philosophy of dynamic optimisation in the

discrete time domain. Now, we will briefly review how the same concept works in the

continuous time domain. The main difference is now that the values of the variables

time t and state x are to be taken from the set of real numbers R. Therefore,

between two contiguous points of time t1 and t2 and their corresponding states x1

and x2 there is always an infinite number of stages through which the system has

to go. These trajectories between two arbitrary points are known as paths. Figure

130



6.2. FUNDAMENTALS OF DYNAMIC OPTIMISATION

6.2 shows several paths between two such arbitrary points x0 and xf . Imagine now

that the surface represents a mountainous territory and that we are trying to carry

certain goods from point (t0, x0) to (tf , xf ). It then becomes obvious that every path

will incur a different cost for oil consumption and that every path will, depending

on the topography of the territory, have a different cost.

From what we have seen so far, it is clear that any kind of dynamic optimisation

problem includes the following elements, regardless of whether it is formulated in

the discrete or continuous time domain:

1. a generally fixed starting point and sometimes a fixed terminal point,

2. a group of feasible paths between the starting and terminal points,

3. a group of path values corresponding to each path and representing their per-

formance indices, and

4. an optimisation criterion, that is, the minimisation or maximisation of the

performance index by choosing the optimal path.

It is important to note here that the relation between any path and its corre-

sponding performance index or path value is a special type of function. Therefore,

it is given the name functional, thus differentiating it from the common function f

that associates scalar elements of a set X with scalar elements of another set Y (i.e.,

f : X → Y ). Instead, a functional associates a curve or vector with a scalar. This

type of function is central to the concept of calculus of variations. To indicate that

a functional J is dependent on an entire curve or vector x(t), the notation J [x(t)] or

J [x] is commonly used. Figure 6.3 illustrates the mapping between different curves

xI(t), xII(t), and xIII(t) and their corresponding path values JI, JII, and JIII.

It is also important to note that the starting and terminal points can be either

fixed or free. These possibilities define different types of optimisation problems.

When the terminal time is given and the terminal state is free, it is a fixed-time

problem. If, on the contrary, the terminal time is free and the terminal state fixed,

it is a fixed-endpoint problem. In the more flexible type of problem, neither the

131



CHAPTER 6: OPTIMISATION

x

t

x0

xf

xI(t)

x

t

x0

xf

xII(t)

x

t

x0

xfxIII(t)

Set of feasible paths

(curves or vectors)

Set of paths values

(real scalars)

JIII

JI

JII

Figure 6.3: Functional: mapping between curves and scalars. Adapted from Chiang
(1992).

terminal time nor the terminal state is fixed. In this case, it is known as terminal-

curve problem, and the terminal state is usually bound to the terminal time through

a constraint xf = g(tf ). Thus, in such case there are not two but one single degree

of freedom. The three types of problems are illustrated in Figure 6.4.

So far we have only given attention to two types of variables: the time t and the

states ~x(t). However, in dynamic optimisation problems there is one additional kind

of variable involved: the control variable ~u(t). This variable is central to the problem

and its practical implications, due to the fact that state variables are not directly

controllable. It is rather the control variable that allows us to have an influence on

the state variables and the state and fate of the system as a whole. The control

variables determine the state of the system and its change. For this reason, they are

the actual instrument of optimisation; state variables occupy a secondary role in the

optimisation problem, for they are derivative from ~u(t).

Once the control variables are given, the state variables can be derived through

the state equation,
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Figure 6.4: Typical types of problems in dynamic optimisation: (a) fixed-time prob-
lem, (b) fixed-endpoint problem, and (c) terminal-curve problem. Adapted from
Chiang (1992).

~f(~̇x(t), ~x(t), ~u(t), t) = ~0. (6.1)

The optimal path ~u∗(t) is defined as the curve that minimises (or maximises)

the cost functional J [~x(t), ~u(t)]. Once this optimal control path has been found, the

optimal state path ~x∗(t) can be derived from the state equation. Let us define the

Lagrangian L as the function that assigns values to the infinitesimal arcs constituting

any given path, and Φ as a function that assigns a certain endpoint cost that depends

exclusively on the final state of the system. Then, the cost functional J can be

defined as

J [~x(t), ~u(t)] =

∫ tf

t0

L[~̇x(t), ~x(t), ~u(t), t]dt+ Φ[~x(tf ), ~u(tf )]. (6.2)

Finally, there is another important element pertaining to dynamic optimisation

problems: constraints. Most problems contain a number of algebraic constraints

that place restrictions on the movement of the control and state variables. Some

constraints involve only state variables, while some others involve both state and

control variables. There are two types of algebraic constraints: equality and in-

equality constraints. Obviously, equality constraints are the most restrictive ones.

Additionally, some constraints are only active at the terminal point of the path,

and are thus named terminal constraints. Paths that do not satisfy all the present

constraints are said to be infeasible, and feasible otherwise.
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6.2.1 General formulation

In terms of the general language, the problem formulation of dynamic optimisation

consists of finding the control histories that optimise a given performance index (say,

the cost, productivity, or profit) subject to certain constraints. In the mathematical

language, this optimisation problem is formulated as the search for the control pro-

files ~u∗(t) and free terminal time t∗f that minimise the cost functional J [~x(t), ~u(t)],

subject to a set of dynamic and algebraic constraints:

min
~u(t),tf

J [~x(t), ~u(t)] =

∫ tf

t0

L[~x(t), ~u(t), t]dt+ Φ[~u(tf )], (6.3)

subject to

~f(~̇x(t), ~x(t), ~u(t), t) = ~0, (6.4)

~x(t0) = ~x0, (6.5)

~g(~x(t), ~u(t)) = ~0, (6.6)

~h(~x(t), ~u(t)) ≤ ~0, (6.7)

~umin ≤ ~u(t) ≤ ~umax, (6.8)

where Equation 6.4 is the dynamic constraint, that is, the state equations that

govern the system dynamics (discussed above; see Equation 6.1); Equation 6.5 is

their corresponding initial condition. Equation 6.6 and 6.7 are the algebraic path

constraints, with the former representing the equality and the latter the inequality

constraints. In practice, the need to include this kind of constraints may arise from

safety, environmental, efficiency, quality, or economic reasons. Finally, Equation 6.8

stands for the control boundaries. Equations 6.3 to 6.8 set the general mathemat-

ical formalism for any dynamic optimisation problem, whose elements have been

described above in some detail.

The solution of the above optimisation problem is given by the optimal trajecto-

ries of controls ~u∗(t) and states ~x∗(t), the optimal terminal time t∗f , and the optimal

value J∗ of the cost functional. If the optimal trajectories of the control variables are
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only dependent on time, that is, ~u∗ = ~u∗(t), and thus determined at the initial time,

the problem is said to be open loop. If, however, they are dependent on both time

and the state variables, i.e., ~u∗ = ~u∗(~x(t), t), the problem is then said to be closed

loop. The latter case means that the optimal control trajectories can be changed

whenever new information is available regarding the present state of the system.

The problem formulation given by the set of equations 6.3–6.8, also known as the

direct formulation, can be reformulated within the framework of Pontryagin’s Mini-

mum Principle (PMP) in which the Hamiltonian H, instead of the scalar functional

J , is minimised. Alternatively, the problem can also be reformulated following the

framework of Hamilton-Jacobi-Bellman (HJB) in terms of the scalar value function

V and the HJB partial differential equation, which has to be solved by finding the

minimal value of V . Both PMP and HJB formulations are known as indirect formu-

lations, because they require a complete reformulation of the original problem. One

notable disadvantage of indirect formulations is that the problem can be extremely

difficult to solve when active path constraints are present. PMP represents only a

necessary condition for optimality, while HJB is a sufficient condition. An elucidat-

ing review on the different formulations and their corresponding approaches can be

found in Bonvin et al. (2003).

In this work, we shall concern ourselves exclusively with the direct formulation

and its corresponding approaches. The reason for this choice is the arduous and

time-consuming task of reformulating the original problem, as well as the fact that

our particular problem may include, in one form or another, active path constraints.

6.2.2 Direct methods: sequential and simultaneous

approaches2

There are two direct approaches for the solution of problem 6.3–6.8: the sequen-

tial and the simultaneous approach. The sequential approach solves the problem in

terms of continuous state variables ~x(t) and discretized control variables ~u(t). The

simultaneous approach, also known as orthogonal collocation or direct transcription,

2This introductory section has been partly adapted from Bonvin et al. (2003).
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solves the problem by discretizing both states and controls. Another important dif-

ference is that in the sequential approach the integration of the state equations takes

place explicitly, whereas in the case of the simultaneous approach the integration is

done in an implicit manner.

Sequential approach

In this approach, only the control variables ~u(t) are used as optimisation variables.

For any given vector ~u(t), the set of differential equations is integrated explicitly, and

the functional J and path constraints ~g and ~h are evaluated. Because the differential

equations are satisfied at every iteration of the optimisation, the sequential approach

is considered a feasible-path approach. The following are the steps involved in this

approach:

1. Parameterization of control variables in a finite number n of intervals. For the

terminal time problem, the terminal time tf has to be considered as one of

the optimisation variables. The control variables are typically approximated

through piecewise polynomials or piecewise-constant intervals. Are the time

intervals of the piecewise-constant approximation of equal size, so the approach

receives the name of control vector parameterezation (CVP) (see, for example,

Ray, 1981; Edgar and Himmelblau, 1988).

2. Selection of initial value for optimisation variables.

3. Integration of state equations and evaluation of functional J and path con-

straints ~g and ~h.

4. Computation of the new values for the optimisation variables through an algo-

rithm. Steps 3 and 4 should be repeated until functional J has been minimised.

For a set of efficient and robust algorithms, see Banga et al. (2005) or Egea

et al. (2010).

The greatest advantage of the sequential approach is that it is simple and straight-

forward. On the other hand, its most noticeable disadvantage is that Step 3 tends

to be highly time-consuming. This is because the state equations (Equation 6.4) are
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explicitly and accurately integrated at every iteration, even when the control vector

is far from the optimum.

An important advantage of CVP is that it is easy to implement. Nevertheless,

it can be slow when it comes to evaluating the path constraints due to the accurate

integration of the differential equations. Another drawback is that the quality of the

optimal solution J∗ depends on the parameterization of the control variables.

Simultaneous approach

To avoid the time-consuming Step 3 in the sequential approach, the simultaneous

approach involves the approximation of the state equations through the introduc-

tion of the so-called residual, whose elements are forced to be zero. In doing so,

the state equations are solved in an implicit way, and not through an explicit and

accurate integration of the differential equations at every iteration. Therefore, this

approach is far more efficient than the previous one on a computational basis. Gen-

erally, the state equations are satisfied only once, namely, at the optimal solution.

Consequently, this is called an infeasible-path approach. The main difference with

regard to the sequential approach is that the optimisation is performed in the entire

space of discretized control and state variables.

The time period of interest [t0, tf ] is broken into a number of intervals, known as

finite elements, and the state equations are only studied at the roots of the orthog-

onal polynomials, known as collocation points. Both finite elements and collocation

points are central to orthogonal collocation and have a considerable effect on the

optimisation process. Usually, as the mesh of finite elements and collocation points

becomes rougher (that is, worse) the optimisation results become better. Careful

attention is therefore called for, in order to avoid (apparently) good solutions that

are, in fact, highly inaccurate. The tradeoff between approximation and optimisa-

tion has been studied by Srinivasan et al. (1995), who concluded that the accuracy

could be improved by including an additional accuracy constraint or by increasing

the number of collocation points.

The steps involved in this approach are:
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1. Parameterization of control and state variables by means of piecewise poly-

nomials (typically the orthogonal Legendre polynomials). The final time tf

should be considered as one of the optimisation variables.

2. Discretisation of state equations. The time instants at which the state equa-

tions should be evaluated are commonly taken to be the Legendre or Radau

roots. Through the above parameterization and discretization, the dynamic

optimisation problem becomes a common nonlinear programming (NLP) prob-

lem.

3. Selection of initial value for optimisation variables.

4. Iterative algorithmic solution of NLP problem until functional has been min-

imised.

Most NLP problems arising from the above procedure contain a large number

of optimisation variables. Therefore, efficient algorithms should be employed in

their solution. Some of these algorithms include sequential quadratic programming

(SQP), reduced-space SQP, interior-point approach, and conjugate gradient methods

(Biegler, 1984; Renfro et al., 1987; Cervantes and Biegler, 1998; Biegler et al., 2002).

6.3 Problem formulation for a generic ATAD sys-

tem

Within the framework of the direct sequential approach, the free-terminal-time prob-

lem of the minimisation of the energy requirement for a generic ATAD system can

be formulated as

min
~u(t),tf

Em[~u(t)] =
1

min

∫ tf

t0

P [~u(t)]dt, (6.9)

subject to
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~f(~̇x(t), ~x(t), ~u(t), t) = ~0, (6.10)

~x(t0) = ~x0, (6.11)

0.38− rV S(tf ) ≤ 0, (6.12)

1− L(tf ) ≤ 0, (6.13)

~umin ≤ ~u(t) ≤ ~umax, (6.14)

where 6.9 represents the optimisation criterion, 6.10 the dynamic constraint (that

is, the ATM1 model) and 6.11 its initial condition, 6.12 the algebraic inequality con-

straint for stabilisation, 6.13 the algebraic inequality constraint for pasteurisation,

and 6.14 the boundary conditions for the control variables.

The stabilisation and pasteurisation constraints 6.12 and 6.13 enforce that at

least the minimum legal requirements for sludge stabilisation and pasteurisation are

achieved by the end of the reaction, effectively rendering infeasible all paths that

do not satisfy them. Note that these inequality constraints are only active at the

terminal time tf .

The development of the ATM1 model in Chapter 4 was due to the need to account

for the system dynamics in constraint 6.10. The quantification of the treatment

objectives, on the other hand, was necessary to specify the algebraic inequality

constraints 6.12 and 6.13, and the specific energy requirement Em defines the cost

functional to be minimised in 6.9.

Thus, the development of the ATM1 model, the quantification of stabilisation

and pasteurisation, and the unambiguous definition of the energy requirement, ac-

complished in previous chapters, now pave the way for the dynamic optimisation of

ATAD systems.

6.4 Optimisation results for CS1

The problem posed by equations 6.9 to 6.14 was implemented in the MATLAB c©

platform following the direct sequential CVP approach, and it was solved for the
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single-stage system CS1 by means of the enhanced scatter search (eSS) algorithm

developed by Egea et al. (2009). This evolutionary metaheuristic is a global search

method that alternates with local search algorithms to refine the best solutions.

The global search algorithm is an enhanced version of scatter search, while the local

search algorithm used here is fmincon, a gradient-based SQP algorithm that finds

the minimum closest to the starting point. The eSS algorithm thus offers a good

compromise between diversification and intensification.

The control variables chosen here are the aeration flowrate and the final time.

The loading time and the volume replaced were not considered because they require

the reactor volume as one of the state variables; this, in turn, would entail a consid-

erable computational burden, apart from making the optimisation process unstable.

Therefore, the reactor volume is not considered as a state variable and reactor load-

ing is assumed to take place instantaneously. The lower and upper boundaries for

the aeration flowrate are 0.8 vvh and 10 vvh, respectively. By choosing such a high

upper boundary, we ensure that the algorithm will have the freedom to search in

a wide area of the control space. The lower boundary is the same as currently in

the plant and unequal to zero, as this would create anaerobic conditions inside of

the reactor (with its associated problems, such as odours). The lower and upper

boundaries of the final time are 0.7 and 2 days, respectively. The lower boundary

is justified by the fact that the maximum sludge production in the plant is ∼45

m3/day; and considering that replaced volume in the optimisation is assumed to be

45 m3, the minimum final time should not be lower than ∼0.7 days in order to stay

within the actual range of sludge production of the plant. The upper boundary was

chosen high enough to allow a broad area of the control space to be explored.

It is important to specify that, for each iteration within the optimisation and for

each control vector ~u, a total of nb consecutive batches are calculated. The objective

functional Em and the constraints are then evaluated based on the last batch in the

series. This was done to ensure that optimal solutions are periodic or quasi-periodic

(and far away from the transient period). The value of nb was chosen as 10, as

experience has shown that this is generally enough to obtain periodicity, while it

does not impose an excessive computational burden.

140



6.4. OPTIMISATION RESULTS FOR CS1

The parameterization or discretization parameter nqa specifies the number of

elements or intervals in which the aeration flowrate is discretized. In the present

optimisation, the value of the nqa was chosen as 10. Note that within each element

or interval the aeration flowrate is given a constant value.

The control vector ~u therefore consists of the first nqa components specifying the

value of the aeration flowrate in each interval, followed by the final time. In this

way, there are a total of nqa + 1 elements in the control vector.

Let us now briefly recall that under usual operating conditions the CS1 plant

is operated with a batch time of 1 day, a sludge flowrate of 30 m3/day, a VS in-

fluent concentration of 35 g/l, and a constant aeration flowrate of ∼1 vvh. The

corresponding energy requirement is 0.72 kWh/kg of VS treated (see section 5.1.1).

Figure 6.5 shows the optimal trajectories for state and control variables as well

as VS reduction and pasteurisation lethality. Both substrate and dissolved oxygen

concentrations are quite low. However, it is not easy to say which one of the two

limitations outweighs the other. As for the other concentrations, they behave in

the usual way. The temperature increases approximately 10 ◦C during the reaction,

which is slightly higher than under normal conditions; the difference is probably due

to the higher aeration flowrates. The aeration flowrate takes values that are consid-

erably higher (up to 7.5 vvh) than the usual ones of the plant. As expected, it can

also be seen that the dynamics of both OUR and dissolved oxygen are responses to

changes in the aeration flowrate. The qualitative behaviour of the aeration flowrate

is such that it commences at higher values and it decreases gradually until reaching

the lower boundary. An interesting feature of this solution is its biological plausibil-

ity: at the beginning of the batch the substrate concentration is higher and so is the

need for oxygen, in order to oxidise the plentiful organic matter; in order to match

the high oxygen demand, the aeration flowrate has to be higher at the beginning of

the reaction. As time passes and substrate is gradually consumed, the demand for

oxygen decreases and so does the aeration flowrate. Thus, this qualitative optimal

profile makes sense of the underlying biological system. This result shows that the

optimal behaviour of the aeration flowrate is far from invariable, as it is typically
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Figure 6.5: Optimisation results for CS1: optimal profiles of (a) concentrations
(initial condition: SS = 1.5 g/l, XP = 7.2 g/l, XS = 9 g/l, XSP = 0.5 g/l, XBHT =
0.8 g/l), (b) temperature, (c) dissolved oxygen, (d) aeration flowrate and OUR, (e)
VS reduction, and (f) pasteurisation lethality (nb = 10, nqa = 10). The optimal
energy requirement is 0.55 kWh/kg, corresponding to a reduction of 23%.
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found in conventional ATAD systems. At this stage, it can thus be seen that ex-

ploiting the aeration flowrate as an additional degree of freedom for optimisation

is a crucial way of obtaining better solutions, and that invariable aeration is not

generally suitable for ATAD systems.

It can be observed that, while the minimum requirement for the pasteurisation

lethality is exceeded by over 50 times, stabilisation is limiting. It was found that in

all optimal solutions stabilisation was limiting. This is consistent with the tendency

found in the sensitivity analysis presented in the previous chapter (see section 5.4.2).

The optimal final time is 0.7 days, which corresponds to the lower boundary.

It was found that the algorithm tends to favour shorter final times, which is also

consistent with the aforementioned sensitivity analysis. Thus, the optimal value of

the final time, being the value of the lower boundary, makes sense of the dependence

of the energy requirement (objective functional) on the final time: shorter final

times tend to result in lower energy requirements. Let us recall that conventional

systems use a 1-day final time due to operational convenience, thus not exploiting

this important degree of freedom.

The corresponding energy requirement is 0.55 kWh/kg, representing a reduction

of 23%.

It was found that the objective functional Em is highly multimodal. When calling

the local solver, the optimal solution would often depend on the starting point ~u0.

This justifies the use of the eSS algorithm which alternates global and local search

methods. The global optimality of the solution, however, cannot be guaranteed.

As expected, the quality of the solution depended strongly on the discretization

parameter nqa .

6.5 Optimisation results for CS2

The same problem formulation (equations 6.9 to 6.14), approach (CVP), and algo-

rithm (eSS) were used to optimise the energy requirement of the two-stage system

CS2.

In this case, the control variables are the aeration flowrate, the final time, and
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the polymer concentration (see section 5.1.2 for an explanation). The polymer is

added because the VS concentration after pre-thickening is generally 15 g/l; this is

not sufficient to reach and maintain thermophilic operation. Adding the polymer

ensures that the VS concentration consistently reaches 40 g/l, thus avoiding this

problem with the operating temperature. However, the addition of polymer has

a profound and negative impact on the energy requirement. Consequently, it is

a natural choice to take it as control variable. The lower and upper boundaries

for the aeration flowrate are 1 and 10 vvh, respectively. The boundaries for the

final time are 0.7 and 1.5 days. The lower and upper boundaries chosen for the

polymer concentration are respectively 0 and 25 g/l. It follows that the minimum and

maximum VS concentration after polymer addition are 15 and 40 g/l, respectively.

The volume changed after each batch was assumed to be 25 m3.

In this case, the control vector ~u consists of the 2nqa discrete values for the

aeration flowrate, the final time, and the polymer concentration: a total of 2nqa + 2

components. The discretization parameter nqa was given the value 10 for the two

reactors. The periodicity parameter nb maintains here the previous value of 10.

As was seen in section 5.1.2, the usual final time of the two-stage system CS2 is

∼1 day, the aeration flowrate is 4 and 3 vvh for the first- and second-stage reactors,

respectively, the volume replaced daily is 25 m3, and the typical VS concentration

after polymer addition is 40 g/l. The corresponding energy requirement is 1.22

kWh/kg.

Figure 6.6 shows the optimal profiles of the state and control variables for the

two-stage system CS2. The conditions are oxygen-limited in the first-stage reactor

and substrate-limited in the second-stage. This is generally the case in this kind of

systems, and it is due to the fact that the first reactor is loaded with fresh sludge

and the second with partially digested sludge. The behaviour of the concentrations

is as usual.

The temperature in the first-stage is relatively low and in the second-stage it

does not exceed 60 ◦C. The overall low temperatures are due to the low influent VS

concentration of 21.7 g/l (optimal polymer concentration is 6.7 g/l), and to the low

aeration flowrates. The temperatures are notwithstanding high enough to exceed
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Figure 6.6: Optimisation results for CS2: optimal profiles of (a) concentrations
(initial condition: S1

S = 4 g/l, X1
P = 2 g/l, X1

S = 11 g/l, X1
SP = 0.01 g/l, X1

BHT = 1.8
g/l,S2

S = 1 g/l, X2
P = 6 g/l, X2

S = 7 g/l, X2
SP = 0 g/l, X2

BHT = 1 g/l) (solid: reactor
1; dashed: reactor 2), (b) temperature, (c) DO, (d) aeration flowrate and OUR
(solid: reactor 1; dashed: reactor 2), (e) VS reduction, and (f) lethality (nb = 10,
nqa = 10, polymer concentration: ∼6.7 g/l). The optimal energy requirement is 0.99
kWh/kg, corresponding to a reduction of 18%.
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pasteurisation requirements by more than 2.5 times. Stabilisation is once more the

limiting process.

The aeration flowrate of the first-stage reactor is relatively constant, apart from

the 6th and 7th intervals, and its mean value is 2 vvh. This value is well below

that usually implemented in the plant (4 vvh). As for the second-stage, the aeration

flowrate starts at a higher value and gradually decreases until reaching the lower

boundary. This latter behaviour is qualitatively the same as found for the CS1

system. However, it is not clear that the same biological plausibility applies here, as

the level of readily biodegradable substrate is nearly zero throughout the reaction.

The mean value of the aeration flowrate in the second reactor is lower than that of

the plant (3 vvh). Thus, in both reactors the aeration flowrate is lower than in the

default mode of operation. The possible meaning of this is that the manufacturers

of this kind of plant oversized the aeration level in order to exceed stabilisation

and pasteurisation requirements (even though in this particular case the influent

VS concentration, and thus the oxygen demand, is lower than usual). As it was

found in the previous case study, variable aeration provides here probably the most

important degree of freedom for optimisation.

The optimal final time is 1.08 days which is very close to conventional plant

operation of 1 day. The algorithm tended to find solutions close to this value, even

when the starting point was far away from it (or when starting with a randomised

matrix of starting points). It is not clear why in this particular case the algorithm

did not seek to further shorten the final time.

The optimal polymer concentration is just 6.7 g/l, corresponding to a total in-

fluent VS concentration of 21.7 g/l. The latter value is well below the recommended

minimum of 25 g/l to ensure thermophilic operation. Nevertheless, the tempera-

tures in the second-stage reactor are consistently thermophilic, and pasteurisation

requirements are exceeded. The optimal polymer concentration is obviously very

low. This could be understood in the following manner: by lowering the polymer

concentration, the influent VS concentration is also lowered, and this should (up to

a point) decrease the reaction time; the reason being that the less VS undergo treat-

ment, the shorter the time needed to stabilise the sludge. Shorter reaction times
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result in turn in lower energy requirements. However, as can be seen, the optimal

final time is actually higher than in conventional operation. What is then the reason

for the reduction in the energy requirement? The answer is, of course, that the lower

polymer concentration requires lower aeration flowrates to satisfy stabilisation, when

compared to conventional operation. It is thus the interaction between the optimal

(low) aeration profile and the optimal (low) polymer concentration that allows us to

achieve such a low energy requirement.

The optimal value of the energy requirement is 0.99 kWh/kg, representing a

reduction of 18%.

Another potential way to substantially reduce the energy requirement of CS2 is

by pre-dewatering the influent sludge. Let us assume that there is a way to pre-

dewater the influent sludge thereby reducing its volume by 50%. That is, the usual

25 m3 of sludge with a VS concentration of 15 g/l would be reduced to 12.5 m3

with an influent VS concentration of 30 g/l, thus avoiding the need for polymer.

This amount of sludge can be treated in one single reactor, for it is less than 15%

of the total reactor volume. Let us therefore consider the treatment of this amount

of sludge (12.5 m3 with 30 g/l) in the first-stage reactor. The control variables are

the aeration flowrate with 0.8 and 15 vvh as lower and upper boundaries, and the

final time with 0.7 and 1.5 days.

The optimal profiles of state and control variables for this scenario are displayed

in Figure 6.7. As expected, under these conditions the reaction is substrate-limited.

This is due to the relatively low VS content in the influent sludge. In spite of

the low VS content, reactors’ temperatures are consistently thermophilic and pas-

teurisation requirements are exceeded. DO concentration is slightly higher than in

previous cases, probably due to the lower oxygen demand resulting from the lower

VS concentration of the influent sludge.

The pasteurisation lethality exceeds requirements by more than 2.5 times, whereas

stabilisation is again limiting with just over 38% of VS reduction.

As for the optimal aeration profile, its qualitative behaviour is a gradual decrease

starting close to the upper boundary and finishing at the lower boundary. This

behaviour is qualitatively the same as in the previous cases, and it reinforces the
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Figure 6.7: Optimisation results for CS2 using one single stage after pre-dewatering
(12.5 m3 of sludge with an influent VS concentration of 30 g/l; no addition of
polymer): optimal profiles of (a) concentrations (initial condition: SS = 0.7 g/l,
XP = 7.5 g/l, XS = 7.5 g/l, XSP = 0.5 g/l, XBHT = 0.8 g/l), (b) temperature, (c)
dissolved oxygen, (d) aeration flowrate and OUR, (e) VS reduction, and (f) lethality
(nb = 10, nqa = 10). The optimal energy requirement is 0.70 kWh/kg, corresponding
to a reduction of 42%.
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idea that the degree of freedom offered by variable air supply is central to advancing

towards more efficient systems. The same biological plausibility discussed for the

results of the CS1 system applies to this optimal profile.

Similar to the previous case, the optimal final time is 1.09 days which is very

close to conventional operation. Again, it is not clear why the algorithm did not

seek to further decrease this value given the first-order dependence between energy

requirement and final time. The optimal value of the energy requirement is 0.70

kWh/kg, which represents a reduction of 42%.

What may be more important, though, is that by using one single stage, one

entire reactor has been freed. Thus, plant capacity has been nearly doubled without

expensive structural changes.

While in the short term it is more important to reduce the energy use of the

facilities, in the long term (and in the light of rising population) the need to increase

plant capacity is likely to become inevitable. With this in mind, process optimisation

offers a solution to these two necessities. It should be noted that plant capacity

improvements may, in the long term, lead to substantially higher savings than energy

efficiency improvements do in the short term.

It should also be kept in mind that the base values used to calculate the reduction

of the energy requirement of the optimal solutions are those pertaining to the actual

plants (i.e., the experimental values). Thus, a point open to criticism is that the

experimental base values and the calculated optimal values may not necessarily

be comparable. Another approach would be to calculate the base values through

simulations with the conventional operating conditions.

6.6 Tentative framework for dynamic optimisa-

tion of ATAD following the simultaneous ap-

proach

In this section, we will present a tentative framework for the dynamic optimisation

of generic ATAD systems in accordance with the simultaneous approach. Such
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Figure 6.8: Time interval divided in three finite elements, each with two collocations
points. Adapted from Cizniar et al. (2005).

framework shall prove very useful as a platform for further development toward the

structural optimisation of ATAD systems.

6.6.1 Introduction3

In section 6.2.2, we reviewed the philosophy of the simultaneous approach, known as

orthogonal collocation. A recent overview of this approach can be found in Biegler

(2007). For a comprehensive treatment of the formalism, see Biegler (2010).

The salient feature of orthogonal collocation is that the process of optimisation

is carried out in the full space of control and state variables. The solution of the

differential-algebraic equation (DAE) system is coupled with that of the optimi-

sation, and thus the DAE is satisfied only once, namely, at the optimal solution.

Because intermediate solutions (that are often infeasible or far from the optimum)

are avoided, this method is computationally more efficient than the sequential ap-

proach.

The principal idea behind the reformulation is to transform the DAE system (see

equations 6.4 to 6.7) into a system of algebraic equations. This is done by approx-

imating the solution of the DAE system through a series of polynomials (usually

the Legendre polynomials), then selecting a finite number of points at which these

polynomials are evaluated (called collocation points, and usually taken as the roots

of the shifted Legendre or Radau polynomials), and, finally, finding the coefficients

of the polynomials that satisfy the DAE system and solve the optimisation problem.

Let us consider the solution of the DAE system over the interval [t0, tf ]. This

3This introductory section has been partly adapted from Cizniar et al. (2005).
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time interval is then divided into a total of N finite elements of length ∆ςi, where

i = 1, ..., N . Then, the approximation of the states xK+1(t) and controls uK(t)

over the finite element i of length [ςi, ςi+1] (see Figure 6.8) given by the Legendre

polynomials is

~xK+1(t) =
K∑
j=0

~xijφj(t), where φj(t) =
K∏

k=0,j

t− tik
tij − tik

and i = 1, ..., N, (6.15)

~uK(t) =
K∑
j=1

~uijθj(t), where θj(t) =
K∏

k=1,j

t− tik
tij − tik

and i = 1, ..., N, (6.16)

where K is the number of collocation points, ~xij and ~uij are the sought state and

control coefficients at time tij, respectively, and φj(t) and θj(t) are polynomials of

order K. In this notation, k = 0, j means that k starts from 0 and does not take the

current value of j. Note that while ~xK+1(t) is a polynomial of order K+1, ~uK(t) has

order K. The difference in order is due to the fact that, in each finite element, the

state coefficients are defined at the K collocation points plus the initial condition,

while the controls have only coefficients at the K collocation points.

The connection between the DAE and the algebraic system is given by the so-

called residual equations. If the polynomials φj(t) and θj(t) are defined in such a

way that they are normalised over each finite element, the residual equations can

then be stated as

∆ςi~r(tik) =
K∑
j=0

~xijφ̇(τk)−∆ςi ~F (tik, ~xik, ~uik), (6.17)

i = 1, ..., N, k = 1, ..., K,

where ~r is the residual, τ the normalised time over the finite element i (with τε[0, 1]),

φ̇(τk) = dφj/dτ , and ~F is the function on the right hand side of the differential

equation ~̇x = ~F (~x, ~u, t). The relation between the absolute time t and the relative

time τ is given by tik = ςi + ∆ςiτk. Note that in the more general formulation the

element lengths ∆ςi are used as optimisation variables along with ~xij and ~uij. This
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additional degree of freedom is very important to find potential discontinuities in

the optimal profile of control variables and to reach the desired degree of accuracy.

Another important element of this approach is that, while the control variables

are allowed to display discontinuities, the continuity of state variables at the element

boundaries (that is, at τ = 0 and τ = 1) has to be imposed. This is done by writing

~xiK+1(0) = ~xi−1
K+1(ςi), i = 2, ..., N, (6.18)

which can be also written as

~xi0 =
K∑
j=0

~xi−1,jφj(τ = 1), i = 2, ..., N, j = 0, ..., K. (6.19)

These equalities effectively extrapolate ~xi−1
K+1 at τ = 1, thus specifying an accurate

initial point for the next polynomial ~xiK+1 at τ = 0 and enforcing continuity.

As for the control variables, it was mentioned above that they do not require

continuity. They are, nonetheless, bound at the collocation points by means of the

residual equation. Their control boundaries can be enforced by

~uiL ≤ ~uiK(τ = 0) ≤ ~uiU , (6.20)

~uiL ≤ ~uiK(τ = 1) ≤ ~uiU , (6.21)

where ~uiL and ~uiU are the lower and upper boundaries at element i, respectively. As

the coefficients of the control variables are only defined at collocation points, the

values of ~uiK(τ = 0) and ~uiK(τ = 1) have to be determined through extrapolation,

as follows

~uiK(τ = 0) =
K∑
j=1

~uijθj(τ = 0), i = 1, ..., N (6.22)

~uiK(τ = 1) =
K∑
j=1

~uijθj(τ = 1), i = 1, ..., N. (6.23)
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At this stage, the problem posed by equations 6.3 to 6.8 can be reformulated

within the framework of orthogonal collocation as

min
~xij ,~uij ,∆ςi

J =
N∑
i=1

K∑
j=1

wijL(~xij, ~uij,∆ςi) + Φ(~xf ), (6.24)

subject to

~x10 − ~x0 = ~0, (6.25)

∆ςi~rij = ~̇xK+1(τj)−∆ςi ~F (~xij, ~uij) = ~0, (6.26)

i = 1, ..., N, j = 1, ..., K,

~xi0 − ~xi−1
K+1(τ = 1) = ~0, (6.27)

i = 2, ..., N,

~xf − ~xNK+1(ςN+1) = ~0, (6.28)

~uiL ≤ ~uiK(τ = 0) ≤ ~uiU , (6.29)

i = 1, ..., N,

~uiL ≤ ~uiK(τ = 1) ≤ ~uiU , (6.30)

i = 1, ..., N,

∆ςLi ≤ ∆ςi ≤ ∆ςUi , (6.31)

i = 1, ..., N,

~g(~xij, ~uij,∆ςi) = ~0, (6.32)

~h(~xf ) ≤ ~0, (6.33)

~xLij ≤ ~xK+1(τj) ≤ ~xUij, (6.34)

i = 1, ..., N, j = 0, ..., K,

~uLij ≤ ~uK(τj) ≤ ~uUij, (6.35)

i = 1, ..., N, j = 1, ..., K,
N∑
i=1

∆ςi = tf , (6.36)
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where wij is the positive quadrature weight. Equation 6.24 is the optimisation crite-

rion, 6.25 the initial condition of the system (if present), 6.26 the residual equation

whose elements are forced to be zero, 6.27 the states continuity constraint, 6.28

the final condition of the system (if present), 6.29 and 6.30 the control boundary

constraints at the element boundaries, 6.31 the boundary constraints for element

lengths, 6.32 the path equality constraints (active along the entire path if present),

6.33 the path inequality constraints (active at terminal point if present), 6.34 the

state boundaries, 6.35 the control boundaries at collocation points, and 6.36 the

total time constraint.

Note that state variables, control variables, and element lengths are all used as

optimisation variables in this formulation. This NLP problem can be solved by large

nonlinear programming solvers.

6.6.2 Problem formulation for a generic ATAD system

According to the above formulation, the minimisation of the energy requirement of

a generic ATAD system can be formulated as

min
~xij ,~uij ,∆ςi

Em =
N∑
i=1

K∑
j=1

E(~uij, tij)

min

, (6.37)

subject to
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∆ςi~rij = ~̇xK+1(τj)−∆ςi ~F (~xij, ~uij) = ~0, (6.38)

i = 1, ..., N, j = 1, ..., K,

~xi0 − ~xi−1
K+1(τ = 1) = ~0, (6.39)

i = 2, ..., N,

~x10 − ~xNK+1(ςN+1) = ~0, (6.40)

~uiL ≤ ~uiK(τ = 0) ≤ ~uiU , (6.41)

i = 1, ..., N,

~uiL ≤ ~uiK(τ = 1) ≤ ~uiU , (6.42)

i = 1, ..., N,

∆ςLi ≤ ∆ςi ≤ ∆ςUi , (6.43)

i = 1, ..., N, 0.38− rV S(tf ) ≤ 0,

1− L(tf ) ≤ 0, (6.44)

~xLij ≤ ~xK+1(τj) ≤ ~xUij, (6.45)

i = 1, ..., N, j = 0, ..., K,

~uLij ≤ ~uK(τj) ≤ ~uUij, (6.46)

i = 1, ..., N, j = 1, ..., K,
N∑
i=1

∆ςi = tf , (6.47)

where 6.37 states the optimisation criterion, 6.38 the residual constraint, 6.39 the

states continuity constraint, 6.40 the states periodicity constraint, 6.41 and 6.42 the

control boundary constraints at the element boundaries, 6.43 the boundary con-

straint for element lengths, 6.44 the stabilisation path constraint (active at terminal

point), 6.44 the pasteurisation path constraint (also active at terminal point), 6.45

and 6.46 the states and control boundary constraint, respectively, and 6.47 the total

time constraint.

An important difference between this formulation and the previous one is that no

constraints are present for the initial and final conditions of the system. Nonetheless,
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there is a periodicity constraint (Equation 6.40) that forces the equality between

initial and final conditions, which are not fixed beforehand. What determines the

particular initial and final condition for any given run is the control variable. This

is due to the fact that the state variables are derived from the control variables, as

has been seen in previous sections.

There is also no equality path constraints, as we saw in the case of the continuous

formulation for the sequential approach (see equations 6.9 to 6.14).

Another important point in the framework of the simultaneous approach is that

integrals in the continuous domain are generally calculated here following a Gauss

quadrature. In the above formulation, two integrals were involved in the continuous

problem: the energy requirement Em and the pasteurisation lethality L. These two

magnitudes have now to be specified in terms of a Gauss quadrature.

To this end, we choose here a two-point Gauss quadrature. In the case of the

energy requirement, the formula for the quadrature over a time period [a, b] is

Ei(a, b) =
b− a

2

2∑
i=1

P (
b− a

2
ti +

a+ b

2
), ti = ± 1√

3
, (6.48)

where, in the case of CS1, P (t) = 6qa(t) + 28, and qa can be evaluated at any given

time t using the Lagrange polynomial. Thus, the formula to determine the energy

requirement over the entire time period [ς1, ςN+1] is

Em =
1

min

N∑
i=1

Ei(ςi, ςi+1). (6.49)

Similarly, the pasteurisation lethality over a certain period [a, b] can be specified

through a two-point Gauss quadrature following

Li(a, b) =
b− a

2

2∑
i=1

D(
b− a

2
ti +

a+ b

2
), ti = ± 1√

3
, (6.50)

where D = 50070000/100.14T is the contact time, and the temperature T (t) can

be computed for any time instant via the Legendre polynomial. To calculate the

lethality over the whole period of interest [ς1, ςN+1] we write then
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L =
N∑
i=1

Li(ςi, ςi+1). (6.51)

In some instances, the Gauss quadrature may present difficulties when attempt-

ing to solve the problem. This is because sometimes the Legendre polynomials be-

have in an unexpected oscillatory manner. In such cases, it is possible to substitute

the Gauss quadrature through the less accurate trapezoidal rule.

6.6.3 Simulation studies

The implementation of the optimisation problem posed by equations 6.24 to 6.36

is often very challenging. Thus, it is important to perform the implementation in

a step-by-step manner that will prevent potential errors from going unnoticed. A

way to do this is to implement first a simulation problem, instead of implementing

directly the optimisation problem. By implementing a simulation problem, it can

be easily detected whether or not solutions display infeasible behaviour arising from

hidden implementation errors. But implementation errors are not the only source of

infeasible solutions in the orthogonal collocation framework. Some of the parameters

of the formalism itself have a strong influence on the accuracy of the solution. These

are the number of finite elements N and the number of collocation points K. Apart

from these parameters, the length of the finite elements ∆ςi also plays a critical role

in this regard.

Because no reference was found in the literature as for how simulations should be

carried out within the framework of orthogonal collocation, we chose to formulate

the simulation as a standard optimisation problem (see equations 6.24 to 6.36) in

which the objective functional is the summation of the absolute values of the residual

elements rij:

min
~xij ,~uij ,∆ςi

N∑
i=1

K∑
j=1

|rij|, (6.52)

subject to equations 6.25 to 6.36.

The influence of N and K on the accuracy of the solutions can be easily seen
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Figure 6.9: Effect of number of finite elements N and number of collocation points K
on the solution of a two-dimensional harmonic oscillator: (a) N = 5 and K = 2, (b)
N = 5 and K = 3, (c) N = 5 and K = 4, (d) N = 5 and K = 5, (e) N = 10 and K =
3, and (f) N = 20 and K = 3. Solid lines represent the “exact” solution obtained via
Runge Kutta (RK) integration, while dots represent the solution obtained through
orthogonal collocation (OC).
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through a simple example. Figure 6.9 shows the effect of these parameters on the

solution of a two-dimensional harmonic oscillator. This example illustrates well

how most parameter combinations result in poor solutions, whereas some others

(often few) result in reasonably accurate solutions. Thus, careful attention has

to be given to the tuning of the parameters prior to the implementation of the

optimisation problem. Otherwise, good4 solutions may be obtained that are in fact

spurious and even completely infeasible. This fine tuning of the algorithm and

its parameters is generally performed manually for each individual implementation.

There is, however, a more systematic, though rather arduous, way of determining the

parameter values (see Biegler (2010)). In our work, we shall choose them manually.

In the simulation of the CS1 system, the Radau roots were chosen instead of

the Legendre roots. To manually fine-tune the value of the parameters N and K, a

number of simulations were carried out for different parameter values. Figure 6.10

shows the simulation of the CS1 system for N = 3 and K = 5. It can be clearly seen

that the match between the exact solution and the orthogonal collocation is fairly

poor for this particular parameter combination.

Figure 6.11 displays the simulation of CS1 for the parameter combination N = 1

and K = 5. The match is still not complete but it is far more accurate. It was

thus found that, for our particular problem, the simulations converged to the exact

solution for N = 1 and K ≥ 4. This approach (that is, fixing N and achieving con-

vergence by increasing the degree K of the Radau polynomials) and its convergence

properties have been recently studied by Garg et al. (2011). The opposite approach

(fixing K and increasing N) and its convergence properties have also been studied

(Kameswaran and Biegler, 2008).

We found that Radau roots yield more accurate results than Legendre roots.5

Our hypothesis is that this may be the case because the element boundaries are

also collocation points. It was also found that Radau roots prevent the oscillatory

behaviour often found in the solutions derived from Legendre roots. Again, the

reason is likely to be the fact that element boundaries are also collocation points,

4Here, the word “good” is meant in terms of the objective functional.
5In a private communication, Prof. Lorenz T. Biegler (Carnegie Mellon University, US) con-

firmed that also according to his experience the Radau roots yield more accurate solutions.
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Figure 6.10: Simulation of CS1 via orthogonal collocation for N = 3 and K = 5:
(a) readily biodegradable substrate, (b) DO, (c) slowly biodegradable substrate, (d)
particulate products from decay, (e) thermophilic biomass, and (f) temperature.
Solid lines represent the “exact” solution obtained via Runge Kutta integration,
while dots represent the solution obtained through orthogonal collocation.
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Figure 6.11: Simulation of CS1 via orthogonal collocation for N = 1 and K = 5:
(a) readily biodegradable substrate, (b) DO, (c) slowly biodegradable substrate, (d)
particulate products from decay, (e) thermophilic biomass, and (f) temperature.
Solid lines represent the “exact” solution obtained via Runge Kutta integration,
while dots represent the solution obtained through orthogonal collocation.
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which forces higher accuracy on the element boundaries.

The optimisation problem posed by equations 6.37 to 6.47 was implemented for

the CS1 system. The problem was solved with the eSS algorithm. So far, no positive

results have been obtained. Optimal solutions are inaccurate and infeasible. This

problem has been surmounted by including an additional accuracy constraint, which

forces the summation of the absolute values of the residual elements to be smaller

than a certain threshold value ε which has to be carefully chosen. The constraint is

given by

N∑
i=1

K∑
j=1

|rij| − ε ≤ 0, (6.53)

where ε is a threshold value that has to be chosen very carefully.

While this constraint does improve convergence to the exact solution, positive

solutions have not yet been obtained. The introduction of this accuracy constraint

is in line with the suggestion of Srinivasan et al. (1995).

It should be also noted that the two-point Gauss quadrature was partly respon-

sible for the infeasible results, due to the fact that it makes use of the Legendre or

Radau polynomials to approximate the aeration flowrate and the temperature pro-

files, even when these profiles display infeasible dynamics (such as adopting negative

values). However, after substituting the Gauss quadrature with the trapezoidal rule,

infeasible results were still obtained. This showed that there are other sources of

error, yet undiscovered.

Due to time restrictions, the implementation of the simultaneous approach had to

be interrupted and could not be further researched. However, the work performed to

date lays the foundation for the optimisation (via orthogonal collocation) of ATAD

systems in general, and their structural optimisation in particular. For the latter

task, the approach investigated in this section shall prove very useful, due to its

superior computational efficiency.
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Conclusions

The aim of the present investigation was to minimise the energy requirement of

ATAD systems while complying with treatment objectives. To accomplish this aim, a

number of tasks had first to be tackled. These include the development of a dynamic

model of the ATAD reaction, the quantification of ATAD’s treatment objectives, and

the selection of control variables. Another important aspect of this research are the

simulation studies that shed new light on the inner workings of the ATAD process

and their implications. Following are the main conclusions pertaining to each of

these facets of the investigation.

7.1 Modeling

In Chapter 4, two dynamic ATAD models were developed: ATM1, a model with 10

variables including nine mass balances and one energy balance, and ATM2, a reduced

version of ATM1 incorporating three mass balances and one energy balance.

Even though the main model ATM1 was derived from models previously found

in the literature, its energy balance contains an important qualitative modification

that significantly simplifies the model: the gas phase was eliminated. This is based

on the assumption that heat transfer between the gas and liquid phases takes place

instantaneously. This assumption can be made on the grounds of two observations

explained in section 4.2.2.

A novel and unique feature of the models presented herein is the quantification
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of the treatment objectives (that is, stabilisation and pasteurisation), discussed in

section 4.4. The authors of other models have not explicitly discussed the way to

determine the degree of stabilisation or VS reduction, which has been discussed in the

present work. As for the degree of pasteurisation or lethality, it was quantified for the

first time in field of wastewater treatment in general and ATAD in particular. The

importance of this novel feature cannot be overstated, for it allows the computation

of the stabilisation and pasteurisation times. Moreover, it allows the determination

of the reaction time, that is, the minimum time needed to satisfy legal requirements.

This capability is unique to the models developed herein.

The quantification of the specific energy requirement and plant capacity was

discussed in section 4.5. In this context, it is worth restating that the specific mag-

nitude often used for this purpose by other authors is the volumetric one. However,

we have given grounds that favour the use of the gravimetric magnitude as a more

adequate measure for energy use. Through the computation of the reaction time

mentioned above, the models presented herein have the unique capability to deter-

mine the minimum energy requirement of any given ATAD system.

Quantification of treatment objectives and energy requirement and plant capacity

were central to the present work, and paved the way for the optimisation of ATAD

systems.

7.2 Simulation studies

In Chapter 5, a number of numerical analyses were carried out, including simulation

studies, an asymptotic analysis, a sensitivity analysis, and a model assessment and

parameter estimation.

Start-up and steady state simulations

The simulation studies in section 5.2 showed a sample of representative start-up and

steady state simulations for the two case study plants under different operating con-

ditions. In both cases, the systems behaved and responded to changes in operating

conditions as expected from full-scale plant experience.
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An important qualitative observation was made from the simulations that is in

accord with experimental evidence: higher ambient temperatures and higher influent

VS concentrations result in higher degrees of stabilisation and pasteurisation. In

this regard, the influent VS concentration had a stronger influence than ambient

temperature. The effect of ambient temperature and influent VS concentration on

the degrees of stabilisation and pasteurisation could be explained as being due to

an increase of bacterial activity: increasing ambient temperature and the influent

VS concentration increased in turn the OUR of the microorganisms (though the

combination of the effects was found to be asymmetrical).

It was shown that, opposed to a previously held assumption, single-stage systems

can achieve the same degree of pasteurisation as multi-stage systems. It was also

shown that, contrary to another previously held assumption, systems can operate

with influent VS concentrations lower than 25 g/l, but only as long as ambient

temperature is not too low.

Asymptotic analysis

In section 5.3, an asymptotic analysis of a particular solution of the ATM1 model

was carried out. This particular solution was chosen because it displays a qualitative

structure which we believe to be general under most operating conditions and model

inputs. In this way, the analysis provides an insight into the inner workings of the

reaction. The solution is divided into a set of regions in which the reaction is

limited by different factors. In the first region, the reaction rate is limited by the

availability of oxygen and it lasts until the readily biodegradable substrate SS is

depleted. After SS is depleted, dissolved oxygen becomes more plentiful and the

reaction becomes substrate-limited, marking the beginning of the second region.

During this period, the reaction rate is also limited by the hydrolysis rate. It is

mainly over this time period that endogenous respiration takes place and sludge

is stabilised. The concentration of SS does not increase over time because it is

consumed faster by the biomass than it is generated via hydrolysis. After slowly

biodegradable substrate XS is depleted, which marks the beginning of the next

region, endogenous decay increases markedly. This solution and its structure can

165



CHAPTER 7: CONCLUSIONS

explain the qualitative behaviour of respirometric curves typical of ATAD systems.

Sensitivity analysis

In section 5.4, a global sensitivity analysis was performed to study the effect of all

possible model inputs on the energy requirement, plant capacity, and reaction time.

The first part of the analysis concerned the effect of all model parameters. It

was found that reactor volume, initial system enthalpy, aeration flowrate, conversion

factor between COD and VS, and initial concentration of slowly biodegradable sub-

strate were the most significant parameters. Overall, it was found that the type of

correlations displayed by these parameters are intuitive, logical, and consistent with

reported experimental evidence. Of special significance is the positive correlation

between reactor volume and energy requirement. This correlation has implications

that should be of special interest to manufacturers.

The second part of the sensitivity analysis concerned exclusively the effect of

the operating conditions on model outputs. The considered operating conditions

were the reaction time, loading time, aeration flowrate, influent temperature, and

the amount of volume replaced. The three former correlated in a positive manner

with the energy requirement, while the volume replaced did so in a negative manner.

The influent sludge temperature displayed no significant effect on none of the model

outputs. Most of these correlations could also be explained in an intuitive manner

and were consistent with other studies. It was also found that in most scenarios the

reaction was limited by stabilisation. This insight suggests that the ATAD reaction

is generally limited by the stabilisation process. But most importantly, it was found

that the energy requirement and plant capacity are inversely proportional. This

correlation could be attributed to the very definition of these magnitudes. Highly

significant is the generality of this correlation: as the same (or similar) definitions

apply to energy requirement and plant capacity of most wastewater and sludge

treatment processes, this inverse proportionality should also hold for them. Indeed,

other authors have found that such relationship applies to other treatment processes.

While it is not yet clear what the full implications of this relation are, more work

should be carried out to unearth such implications and realise their potential.
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Model assessment and parameter estimation

In this section, the ATM1 model was assessed and the value of the reactor-specific

parameter Ka was estimated for the two case study plants. In both cases, a reason-

able qualitative agreement was found between data and simulation, though there is

room for improvement concerning the quantitative agreement.

It should be recalled that, unlike the ASM model family, all ATAD models

(whether those presented here or elsewhere) are at a relatively early stage of de-

velopment. Therefore, the process of model validation should be carried on. To this

end, more quantity and higher quality data, at present extremely scarce, should be

published.

7.3 Optimisation

Sequential approach

The modeling and simulation work carried out in chapters 4 and 5 paved the way

for the optimisation of ATAD systems by developing the ATM1 model, quantifying

treatment objectives and energy requirement, and identifying the best choices as

control variables.

All these elements converged in section 6.3 to formulate the minimisation problem

of the energy requirement for a generic ATAD system following the direct sequential

CVP approach.

Next, sections 6.4 and 6.5 presented the results of this optimisation problem for

the CS1 and CS2 systems. After optimisation, the optimal energy requirement of

CS1 and CS2 displayed a reduction of 23 and 18%, respectively. In the case of CS1,

the optimal control consisted of a lower reaction time (located at lower boundary)

and higher aeration flowrates, when compared to usual plant operation. The quali-

tative behaviour of the aeration profile is a gradual decrease starting at higher values

and ending at the lower boundary. As for the solution of CS2, the optimal controls

were made of a polymer concentration of 6.7 g/l (influent VS concentration of 21.7

g/l), a reaction time of 1.08 days, and overall lower aeration rates when compared
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to conventional plant operation. However, a better solution was found for CS2 by

assuming a pre-dewatering stage resulting in a 50% reduction of influent sludge with

double VS concentration (with no polymer addition), which was treated in the first-

stage reactor alone. The optimal energy requirement displayed a reduction of 42%.

But more importantly, one entire reactor was freed, thus nearly doubling plant ca-

pacity. The optimal reaction time was 1.09 day. The qualitative behaviour of the

optimal aeration profile was once more that of a decreasing line starting at higher

values and ending at the lower boundary.

It is highly significant that in most optimisation results this kind of behaviour

was found for the optimal aeration profile. The biological plausibility of this solution

has been pointed out before. Experimental work should be carried out in order to

validate this result. It should be recalled that most ATAD plants make use of

invariable aeration during the reaction.

It should be pointed out that the objective functional was found to be highly

multimodal. The global optimality of the solutions can thus not be guaranteed.

Apart from this, the quality of the solutions was strongly dependent on control

vector parameterization.

Simultaneous approach

Finally, section 6.6 provided a tentative framework for the optimisation of ATAD

systems through the simultaneous approach. The problem of the minimisation of

the energy requirement for a generic ATAD system was formulated within the frame-

work of orthogonal collocation. An approach was proposed to generate simulations

via orthogonal collocation: the minimisation of the summation of the absolute val-

ues of the residual elements. This approach was tested and used to simulate the

behaviour of the CS1 system. It could then be seen that some of the parameters of

the formalism (N and K) had a significant effect on the accuracy of the solution.

It was found that the CS1 system could be simulated to a satisfactory degree of

accuracy when choosing N = 1 and K ≥ 4. When the optimisation problem was

implemented, innacurate and even infeasible solutions were obtained. This problem

was surmounted by including an additional accuracy constraint. It should also be
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mentioned that the Radau polynomials yielded more accurate results than the Leg-

endre polynomials. The two-point Gauss quadrature was partly responsible for the

generation of infeasible results and it was replaced with the trapezoidal rule.

Though optimisation results were not presented in this section, it provides a

platform for further development. This tentative framework for orthogonal colloca-

tion and the insights provided herein shall aid in the optimisation of ATAD systems

in general and their structural optimisation in particular. For the latter task, this

approach shall prove very useful, given its superior computational efficiency.

As a concluding remark, it should be noted that optimisation is still relatively

rare in wastewater engineering. Given the high, rising cost of wastewater treat-

ment, optimisation should become the norm when it comes to design and operation

of wastewater treatment plants. We hope that the present work will contribute

momentum to this line of research.

For a list of the publications that emanated from this research, see Appendix.

7.4 Future work

An open and ongoing task is that of model validation. Future efforts will have to be

devoted to further validate and assess existing ATAD models. As pointed out before,

all ATAD models existing at present are at an early stage of development (compared,

for example, to the Activated Sludge Model family). There is still considerable

uncertainty with regard to many of the model parameters. Thus, these models

are only to be regarded as platforms for yet further development. Data of ATAD

systems are currently very scarce. Higher quality and more quantity of data should

be published if model validation is to be carried out to a satisfactory extent.

Another difficulty associated with modeling of ATAD systems is the fact that VS

concentration (i.e., the indicator of sludge stabilisation) can only be measured at the

end of the batch. Moreover, the measurement cannot be made online and takes a

considerable time to be completed. What is more, this kind of measurement is often

subject to a large margin of error. For all these reasons, it is being suggested here

that the VS concentration is not a satisfactory indicator of sludge stabilisation. We
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propose that an alternative indicator is adopted that can be measured online and

to a reasonable degree of accuracy. Some plants measure the oxidation reduction

potential (ORP) to determine the level of bacterial activity; this kind of indicator

may go in the right direction. This would allow the development of new ATAD

models that would be more accurate and it would aid in the task of model validation.

Furthermore, for purposes of process optimisation it is important that the degree

of stabilisation is measured online, so that the legal requirements are not exceeded

(as is generally the case in current practice), for this is generally associated with an

increase of energy consumption.

An interesting theoretical exercise would be to regard ATAD as a continuous

process. In this way, the steady state of the system could be studied, simulated, and

optimised. A continuous ATAD system may result in lower energy requirement and

higher plant capacity, when compared to discontinuous, semi-batch systems. The

reason for this is that a continuous system would not have the fluctuations of the

operating conditions that appear in discontinuous systems, and this could have a

positive effect on the stabilisation process (which is generally limiting). As for the

pasteurisation of the sludge, the hot effluent could be stored in an insulated stirred

tank long enough to achieve legal requirements (while cooling down).

Experiments have shown that anaerobic species of bacteria as well as methanogenic

activity can be present in ATAD reactors (Ugwuanyi et al., 2005; Piterina et al.,

2008). This raises the question of whether anaerobic species contribute to sludge

stabilisation to a significant extent. If so, future models would then have to take

into account anaerobic microorganisms and their metabolism. More work is needed

to answer this open question.

Yet another important open task is the validation of the optimisation results

presented in this work. In qualitative terms, it was found that a variable aeration

profile starting at higher values and ending at a value close to zero minimises the

energy requirement. One of our collaborators has expressed willingness to implement

and validate these results in a pilot plant.

In future implementations of the optimisation problem posed in this work, it

would be interesting to consider the reactor volume as state variable as well as the
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loading time as control variable. As it was found that reactor volume has a significant

influence on the energy requirement, it would be also interesting to investigate the

optimal topology of ATAD systems, especially that of multi-stage systems.

Perhaps the most challenging open task is the structural optimisation of ATAD

systems. For this purpose, the tentative framework of orthogonal collocation pre-

sented in this study could serve as a starting point.

It should be noted that the present study has been restricted to the optimisation

of the energy requirement of ATAD systems. That by no means excludes the possi-

bility of other important and relevant problems. Such a problem is the maximisation

of plant capacity. Given the rising population of many urban areas, the need to in-

crease plant capacity is likely to become a matter of urgency sooner or later. It was

found in this study that plant capacity is strongly influenced by operating conditions.

It thus becomes a natural choice that plant capacity should be maximised through

process optimisation in a similar problem as those posed and solved in this work. In

doing so, no expensive structural changes would have to be made in order to cope

with increased load. As for the importance of improvements in energy efficiency and

plant capacity, it may be said that energy efficiency improvements are perceived to

be more urgent in the short term, as the authorities have to pay electricity bills reg-

ularly. However, plant capacity improvements often become inevitable and urgent in

the long term due to population growth and increased load; such improvements are

often very expensive because they involve structural changes. This is where process

optimisation can make a substantial difference by increasing plant capacity without

expensive structural changes, thus leading to savings far more important than those

achieved through energy efficiency optimisation in the short term.

Let us conclude by paying attention to the fact that most of the energy con-

sumed by aerobic wastewater and sludge treatment processes (about 50%) is used

for aeration. Most of these systems use air aeration with oxygen as electron accep-

tor. Air, however, contains about 80% of nitrogen gas (which is not a reactant) and

less than 20% of oxygen. This means that these systems literally waste most of the

aeration energy by injecting nitrogen into the sludge. For this reason, it is being

suggested here that air is likely to be a bad choice as a gas to drive the reaction. Our
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proposal is that pure oxygen could be used as an alternative to air. Or, perhaps,

alternating air and pure oxygen in periods of low and high OUR, respectively. As it

is well known that pure oxygen is expensive, a recycling system for the oxygen-rich

exhaust gas could be set up. This would decrease the need for pure oxygen and its

associated cost. A notable advantage of pure oxygen is that it has a much higher

partial pressure and a higher saturation concentration of ∼ 40 mg/l (Barnes et al.,

1986). The higher saturation concentration would lead to significantly higher levels

of dissolved oxygen and this in turn would accelerate the reaction, decrease the reac-

tion time, and lower energy requirements. There would be, nonetheless, a trade off

between the reduced cost through saved energy and the cost of pure oxygen. This

trade off would have to be determined. It is known that the American manufacturer

m2ttech has developed and commercializes an oxygen-driven ATAD system called

UNOXr, but the available data on such systems is extremely scarce, and, in any

case, these systems have not yet been optimised (Warakomski et al., 2007). This

new, as yet unstarted, line of research could prove very promising. The investigation

of the impact of using pure oxygen on the energy requirement and plant capacity

of ATAD systems could also bear significance and implications for other wastewater

and sludge treatment processes.
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Appendix

In the course of this investigation, the following articles have been published in spe-

cialist, peer-reviewed journals (the third article is still under review):

Rojas, J., Zhelev, T., and Bojarski, A. D. (2010) Modelling and sensitivity analysis
of ATAD, Computers and Chemical Engineering 34(5): 802–811.

Rojas, J., Zhelev, T. et al. (2010) Modeling of autothermal thermophilic aerobic
digestion, Mathematics-in-Industry Case Studies (MICS) Journal 2: 34–63.

Rojas, J. and Zhelev, T. Energy efficiency optimisation of wastewater treatment:
study of ATAD, Submitted to Computers and Chemical Engineering.

The first publication deals with the ATM1 model developed in Chapter 4, steady

state simulations discussed in Chapter 5 section 5.2, and the sensitivity analysis

presented in section 5.4. The second publication was the product of our joint work

with mathematicians from the University of Limerick and Oxford University, and it

deals with the ATM2 model developed in Chapter 4 and with the asymptotic analysis

of the ATM1 model presented in Chapter 5 section 5.3. The last article deals with

the optimisation problem posed in Chapter 6 in terms of the direct sequential CVP

approach which is solved for the CS1 and CS2 systems.

The following publication emanated from the early stages of the present investi-

gation, but its content has not been included in this thesis:

Vaklieva-Bancheva, N., Kirilova, E., Zhelev, T., and Rojas, J. (2010). Modeling of
energy integrated ATAD system, Journal of International Scientific Publications:
Materials, Methods & Technology 4(1): 220–233.
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It is devoted to heat integration of ATAD systems. The emphasis is in the

minimisation of the thermal shock by recovering heat from the effluent sludge to

pre-heat the influent sludge via sludge-sludge heat exchangers. At that stage of the

investigation, we believed that temperature was a critical parameter and we had

reasons to think that it would be favourable for the reaction to increase the overall

temperature profile by pre-heating the influent sludge.

This work has also been presented at several international conferences where it

was delivered in the form of either oral or poster presentations. The following arti-

cles correspond to the oral presentations:

Rojas, J., Zhelev, T., Vaklieva-Bancheva, N. (2008) Enhancing energy efficiency of
wastewater treatment - Study of autothermal thermophilic aerobic digestion, 18th
International Conference of Chemical and Process Engineering, Prague, 24-28 Au-
gust, pp. 1162–1163.

Rojas, J., Zhelev, T., Bojarski, A. (2009) Optimizing the energy efficiency of wastew-
ater treatment - Study of autothermal thermophilic aerobic digestion, 3rd Interna-
tional Conference on Sustainable Energy & Environmental Protection, Dublin, 12–15
August, pp. 357–361.

Rojas, J., Zhelev, T. et al. (2009) Improvement of energy efficiency for wastewater
treatment, 70th European Study Group with Industry, Limerick, Ireland, June 28 –
July 3, pp. 107–140.

Zhelev, T. and Rojas, J. (2010) Efficient use of energy in wastewater treatment,
2nd International Symposium on Sustainable Chemical Product and Process Design,
Hangzhou, 9–12 May.

Rojas, J. and Zhelev, T. (2010) Taylor-made energy efficiency optimization of an
ATAD plant, 23rd International Conference on Efficiency, Cost, Optimization, Sim-
ulation and Environmental Impact of Energy Systems, Lausanne, 14–17 June, pp.
748–753.

Capon-Garcia, E., Rojas, J., Zhelev, T., Graells, M. (2010) Operation scheduling of
batch autothermal thermophilic aerobic digestion processes, 20th European Sympo-
sium of Computer Aided Process Engineering, Ischia, 6–9 June, pp. 1177–1182.

The following articles correspond to poster presentations:
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Rojas, J., Zhelev, T., Vaklieva-Bancheva, N. (2008) On the improvement of energy
efficiency of wastewater treatment - Case study: autothermal thermophilic aerobic
digestion, 18th Irish Environmental Researcher’s Colloquium, Dundalk, 1–3 Febru-
ary, pp. 101–102.

Rojas, J., Zhelev, T. (2009) Maximizing the capacity of wastewater treatment -
Study of autothermal thermophilic aerobic digestion, Chemical Engineering Trans-
actions 18: 881–886.

Rojas, J., Zhelev, T. (2009) Energy efficiency advancements in wastewater treatment
– Study of autothermal thermophilic aerobic digestion, 19th European Symposium
on Computer Aided Process Engineering, Cracow, 14-17 June, pp. 1269–1273.

Zhelev, T., Vaklieva-Banchevab, N., Rojas, J., Pembroke, T. (2009) “Smelly” Pinch,
Computer Aided Chemical Engineering 27: 933–938.

Rojas, J., Zhelev, T., Graells, M. (2010) Energy efficiency optimization of wastewater
treatment: study of ATAD, 20th European Symposium of Computer Aided Process
Engineering, Ischia, 6–9 June, pp. 967–972.
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